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I. INTRODUCTION

The receiving equipment used to detect astronomical radio
waves is usually called a radiometer. In this chapter, we will be
dealing with the principles of radiometry. Specificly, we will
be interested in the ultimate limit of every measuring system, the
limit set by the statistical noise fluctuations, and we shall see
how to calculate the minimum measurable or detectable signal from
the overall system parameters. We shall also investigate another
important limitation in a receiving system, such as the effects of
variations in the receiving system gain, and we will see how the
noise fluctuations and the gain fluctuations together determines
the overall sensitivity of the measuring system.

The useful range of frequencies in radio astronomy is
bounded on the low frequency side by the transparency of the ter-
restrial ionosphere, with 20 Mc. being a good average figure for
the lower limit. On the high frequency side, the attenuation in
the lower atmosphere determines an upper limit for about 30 kMc.
We will therefore be dealing with radiometers useful in this
frequency range.

In practice, the following sources of 
°noise" 

limits the
minimum detectable signal:

1. Interference
a. Man-made (civilization interference)
b. Natural

2. Fluctuations caused by transmission medium
a. Ionospheric influence: absorption, ir-

regularities
b. Atmospheric influence: absorption, ir-

regularities
3. Instability in receiver system gain (variation in in-

put coupling losses, connectors losses, and amplifier
gain)
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4. Total receiver system noise
a. "Signal noise"
b. Receiver noise
C, Antenna noise
do Input losses

In order to get a gualitative picture of the problems in-
volved in measuring radio astronomical sources, we will calculate
the power from the most powerful point source, Cassiopeia. Within
the bandwidth B, the total power collected on a plane area which
is perpendicular to the rays from the source, A is

P = SA , B watts . . 0 • ( 1 )

If we observe at a frequency of 100 Mc, then S 200-10
-24

m
-2

(c/s)
-1

We assume an observing bandwidth B = 10 Mc, and compute the total
power falling onto the earth's surface (Diameter = 6400 km) This
gives

P = 0.12 watts

So, even for an antenna system having the same diameter as the
earth, a 10 Mc bandwidth receiver only intercepts about 1/10 of
one watto y reasonable antenna system only intercepts about
10

-10
to 10 of this supply.

We know that a source giving flux density S and occupying a
solid angle :a , the corresponding brightness b, is

b =

and according to aleigh-Jean's law, the brightness temperature Th
is

2
°K2k

of this temperature, an antenna, su • tending a solid angler)A' re-

ceives an amount of power, corresponding to a noise temperature
given by

T
A 

= T
b

0 .( 2 ). 0

S y>'2T
A 2k

=

0

or



eg...

2
and for SI

A
 = -A g we o • -ba th

T = SA
A 2k 0 0 0 ( 2a

-24If we use the same example as before, then S = 200 . 10 watt
-2m (c/s)

-1
 k = 1.38 -10

-23
 and for an antenna having a collect-

ing area of A = 20
2

m
2
, we obtain the following antenna temperature:

T
A
	200° K.

This antenna temperature must now be obser ed with a receiver
having an equivalent temperature of the order of 500° K or more
Although this observation seems diffic it, we shall later see
how it is possible not only to measure this 200° K signal using
the 500° K receiver, but even noise signals less than 1° K, or
smaller than 1/1000 of the receiver noise background. The method
which enables this relatively high degree of sensitivity is
.12123 1sa. We shall later see how the integrati n may be
accomplished either toy having a large tf-bandwidth (from several
kc to hundreds of Mc) or b using a long integration time at the
output. The first method has the disadvantage of reducing the
frequency resolution, and in case of spectrum observations (hydro-
•en ii e for instance) the rf-bandwidth gbould not exceed 5-50 kc.
For continued observations much lar er bandwidth can be used,
because the spectra are slowly varying with frequency. The
second method, on the other hand, has the disadvantage of using
much observing time; for large and expensive antenna installations
this is a factor Which must be taken into account.



Il® THE CONCEPT OF NOISE TEMPERATURE AND NOISE F

Before we go into a detailed discussion of a radiometer
system, we have to consider the concept of noise temperature (Ref.
1 11 2, and 3). We know that a thermal noise source at the absolute
temperature T°K generates an available noise power of

P = kTB watts

within the bandwidth B. We notice that this power is independent
of the electrical characteristics of the sources. If we, for
instance, consider a resistor of this temperature, we have the
corresponding rms noise voltage V, given by

= kTB4R

or -V2 = 4RkTB

and = JITTRkTB 0 0 0 0 0. 0 0 ( 3 )

For T = 300°K, B = 1 Mc., R = 50ohm we have

4-50 . 1.38 . io 23
300 - 10

V rd. 0.9 Volt

This is the input voltage for a 300°K noise source. In order to
enable the recording of this small voltage, we have to amplify this
voltage roughly 10

6
 times (or 120db)

Let us connect two resistors R1 and R? in series, each of
which has the temperature T I and T 2 , respectively. We now wish to
find an equivalent circuit for the series combination for these
resistors (that is a single resistor at a uniform temperature).
Because the noise voltages in the two resistors are uncorrelated,
we have to add the corresponding noise powers,

V
eq

2
 = kT R B kTRB11 22

= k T

eg 
(R

1
-FR

2
)B

Ro
where T

eq 
= T T ( 4 )1 R

1
°F,R 2 R

1
-FR

2

-3_

RE
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The original circuit now produces exactly as much noise power
as if it has been at the uniform temperature T

eq

Figure 1. Equivalent circuit of two series connected
resistors.

Next, let us consider the transmission of noise power through
a passive fourterminal device (a chain of resistors for instance).

Figure 2® Noise source connected to a passive four
terminal device.



( 5 )

t = T/To

We can now write

t =
out 

÷ (1 - 1/L)ti

t
out

or
1 + (1 - 1/L)

- (1 - 1/L) 4- (1 - 1/L)ti,

-5-

The power delivered to the output load R, consists of 
.1 

kT
1
 B, dueL to the input source and an additional m kT B from the network it-

self. That is
1= kT B mkTBoutput L 1 L

If TL  T111 we know that P
out 

= kT B which means that m = 1 - VL,oL 1 °giving
1P

out 
= 

L 
kT

1
B (1 1/L)kT2B

or, in terms of equivalent noise temperature

It is interesting to note that if L = Teq 
= T

A problem which often occurs is that the front end of the
receiver often contains lossy elements before the signal is am-
plified. In this case, T

L
 = T

o
 and

T
T

in= (1 - 1/L)T
out L o

pro\ided that the lossy device has the temperature T (where T
o =0

Let us now measure all noise temperatures relative to the
temperature T

o
 = 290°K, and we introduce the temperature ratio

1.01

290°K) .

t - 1
t
out 

- 1 = - (1 - 1/L) (t 1) )
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T T
But, t - 1 = which is a measure of the excess noise. The

above equation therefore states that for the transmission of noise
through a lossy network excess noises are added.

We shall now introduce the ideas of receiver noise tem-
perature and noise figure by means of two different approaches.
First, let us state that the concept of noise temperature is a
convenient way of looking at the system with regard to the 21.2-t2R-t.

result. The reason for conceiving this concept is to introduce an
salasoimIL receiving system, having the same parameters (G, B, and
output fluctuations) and having all noise sources concentrated at
the input. The noise temperature is defined as the temperature
which a resistor at the input (having the same impedance as the
actual input circuit, i.e. the antenna) should have in order to
produce the same output noise level and fluctuations with a noise-
free receiver. By using this temperature (T

R
), we can define the

noise figure of the receiver as
T

RF - 1 =

T
R
 +T

o
T

o

In other words, the noise figure is the ratio of the resistor noise
temperature at room temperature increased in temperature by the
noise temperature of the receiver.

The reason behind this special definition may be made clearer
if we use the historical approach. Friis (4) defined F as

or
F=

available si n ower from the enerator
available noise power from the generator

F=
2.17_211212Le_ElaR_L-Power from the 411221-i-fLtE
available noise power from the amplifier

Figure 3. System for definition of noise figure.

i§LHiatn
(S/K) out
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We can also state that F is the degeneration of the signal to noise
ratio because of the passage and through the action of the amplifier.
We therefore have

GS,
gNout

or
N
out 

= F GkT B = G ficT 13 + (F 1)kT B
0 0

= GkT B
tot 

Therefore, the total input noise temperature is

T
tot 

= T (F - 1)T = T T
R, 0

HEMtgEle-se
ppggpIrise

Rearranged, we have
T
o 

+T
R

T
o

T 0 

• 

0 • 0 CO 0 0• 0 • • ( 7 )
0

as before.

22725.imp1: Find the noise figure of a passive, lossy network

F =

and

Figure 4. Noise figure of a lossy device of temp. TL.



O 0 0• 0 0 0 0 0 ( 9 )

• 6. 0

O A> 66006

lo )

1
pout = kT B ( 1 - 1/14 IcT BL o

1= kT B•FL
T

LF = 1 4- (L 1)

Special case, T
L
 = T

o

0 • 0 00 0 • • 0 • ( 8 )

Next, we consider the noise result from cascading a number of noisy
stages:

Figure 5. Cascading of n noisy stages.
N

out
kT B

lon
G

1
' 'G

n
	(F -1)kT B G° ° G (F -1)kT B G e,* c

o 1 o 1,n 1 n o 2,n 2 n

=F

This formula is only valid for the spot noise figure, and not for
the integrated noise figure. The spot noise figure is the noise
figure we obtain by investigating the noise performance in a small
frequency band (one c/s), and the integrated noise figure F is
obtained from the spot noise figure F by means of the relation
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=

( 13)

where G(f) is the gain-function of the network.

. a„111.12ILL Compute the total noise figure of a system consisting of a
lossy pad (G = 1/L) at temperature T followed by a receiver
with noise figure FR and corresponding noise temperature T

R
.

T
LF

L
 = 1 (L ly--To

TL 	-F
tot

	

	
1

= 1 A- (L - 1)- + 1/Lo
T

LF
tot 

= 1 + L (1 - 1/L) T
o

F - 1.1

Special case

T =T

Referred to the input:

T
tot 

= L (L 1)TL

0 0 0 0 0 • 0 0 ( 12 )

The increase in noise temperature because of L at temperature TL:

T
tot 

- T
R
 = LT

R TR
	(L - 1)T = (L - 1)T

R
	(L - 1)T

L

Equation (13) shows that the system suffers from an increase
in noise system temperature, even when T = 0°K. This is, of course,
due to the attenuation of the signal in

ecause noise powers are additive, the total receiver system
noise temperature is

T =T T
syst R A

where
T = T T

gal
T

atm.A source
T
spillover



Here 
Tsource 

is antenna te perature caused by the source, T

aal 
is

the antenna temperature caused .17 the galactic background, T spillover
is the temperature caused by the part of the ground (T = T

o
) seen

is the antenna temperature caused byy the primary feed, and T
at

m
-

the atmospheric attenuation. •n the lower freq encies T

gal 
makes an

important contribution (for frequencies lower than approximately
100 Mc) While in the microwave range T tm Plays an important role.a .

One feature of radio astronomical observations is that the
S/N ratio is independent upon receiver bandwidth. In communication
theory this is often not the case, because the signal has a very
limited range in frequency. In this case, the S/N ratio increases
withdecreallIA: bandwidth B, or

0 1
kT

syst 
' Os

Iii NOISE TEMPERATU E AND SENSITIVITY OF A DI*MEi.ER

Now that we have obtained all necessary formulas for noise
calculations, we will attack the more practical problem of cal-
culating the noise temperature of a crystal mixer receiver. We do
this as an exercise 4ecause this classical receiver is still the most
common type of radio eter design.

LO

Figure 6. Principle of a crystal mixer receiver.



The output noise power of the mixer is,
1 P = kTF

mx
 

L
B = kTBmx o cMX

Where To is the temperature of the input termination and T c is the
noise ratio of the crystal. The mixer noise figure is then

F =mx T
o
 mx

and

F =F
mx 

+ L(Fi -1)
tot if

Tc
F = L ( + F 1)tot mx T if

L = conversion loss ( 3-5 times)mx
T

c = t = temperature ratio of crystal (1.1 - 1.6)

F. =1.2-2.0forF =30 Mc.if if

51112Ple:
F
if 

= 1.5

t

x

 = 1.3

IJ = 4 times
MX

F
tot 

= 4 (1.3 + 0.5) = 4 . 1.8 = 7.2

giving

T = (F
tot 

- 1)T
o
 = 1800 0 Ktot

Let us now consider the signal through the crystal mixer-
radiometer with respect to both time and frequency. (The signals in
Figure 7 are depicted as the function of time and frequency in dif-
ferent stages of the receiver.)
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at the radiome-
ter input

at the 1F-input

after envelope
detector (square
law detector)

1
I

I

I

Ji4fif

after low-pass
filter (inte

ion network).

Figure 7. Time signals and power spectra for noise at
different stages in a radiometer.



V =C
1 

kT Btot

3 2

3

•

 40
But the DC -leve is now
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The incident signal consists of broadband (white) noise.
The mixer accepts only components at and around the signal fre-
quency f , and converts this spectrl to the if-frequency (f

f
. ).

At the i?-level, , the plifiers have a bandwidth B. The different
noise component within this spectrum beat with each other, result-
ing in a randomly modulated wave at the if-frequency (f 

f
). Theimean modulation frequency is B c/s, While the modulatio amplitude

has the celebrated Rayleigh probability distribution. In other words
we can say that the hig frequency components are correlated over
a time of the order of secs, so the finite bandwidth has pro-
cessed an int....E...:aration oT the high frequency noise components. In
most superheterodyne systems, the main amplification is done at
the if-level. From the if-amplifier, the signal is fed into an
envelope detector giving a DC -(current) output equal to the enve-
lope of the if-signal (the modulation component). The output con-
sists of a DC-component (proportional to KTB for a square law
detector) and noise like components s perimposed with the highest
frequency component bein 41) he after-detector power spectrum
is depicted in Figure 7. T is spectr is then filtered through
a low-pass filter (usually a RC-network) which passes the DC-co
ponent and the lower frequencies of the AC-spectrum . In this
process the noise fluctuations are smoothed, and the waveform is
correlated within a ti e of the order of the time constant'e.

We are now interested in findi  t e AC-fluctuations on the
output record relati e to the DC-level. Since the DC-level is
directly proportional to the input system temperature T, we can di-
rectly get the output fluctuations into terms of an equivalent noise
temperature. If the noise bandwidth of the output low-pass filter
is b c/s, the RMS -value of the outpi t fluctuation is according to
Figure 7 (5)

,

and relative to the DC-level, the fluctuation level is



(C being a constant) and a change in antenna temperature T
Acorresponds to a change in output DC-level, equal to

= 3 v°
= Cl kBo T

A
A A

giving the relative noise fluctuation equalized to input temperature

A
T

A = Ttot /21B2. • . • • • • • • • 15 )

The frequency response for an RC-integration network is
1 

GWA =
1 to

2
t

2

where

R.0

The corresponding noise bandwidth b, is now obtained by integrat-
ing the frequency response over all frequencies

du) 21b= 9rt,tg ((of') 
= 2

or
b

4T

The noise bandwidth b should now be compared with the 3-DB band-
width of the low-pass filter

1b

3db 21,-r

and the ratio between these two bandwidths is
b = 2 'h*

 
C4 1.57

3db
4

In terms of the integration timer , the relative fluctuation is
equal to

• • • • • • • • • • • • • • 16 )
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This is the RMS-value of the output fluctuations measured in
terms of input temperature, and this value is often referred to
as the sensitivity of the "DC-radiometers" or total-power
radiometer. In practice, however, the minimum detectable sig-
nal is many times greater than the Snoise level.

We can also qualitatively derive Equation (17) by means
of physical reasoning. As we have seen earlier, the predetec-
tion noisy signal is correlated over a period of time of the
order of secs his means t at there are B effectively in-
dependent noise contributions per second producing detector out-
put. These contriiutions are averaged in the post detection
filter over a time given by the time constant. During this
interval there are z'r independent contributi and therefore,
the probable root-means-square deviation is times that of1137'the mean (DC-) output level.

Let us now consider possible causes of variations in the
output DC-level other than the thermal noise itself. We will
assume that there are insta'Akilities both in the total receiver
gain and in the receiver noise figure, and we assume that the
relative (RMS) variations areq— and4kE respectively. For theFsquare law detector, the DC-output is

V = C
2
 Gk [T

A
 + (F - 1)T

C
2
 is a constant. If we equalize the output variations to

arent input signal

giving

where
an ap variation TA,

aG 
o G IV o 

I
u

we have

ZIG A= T T.44.11A A R G
or

Equation (17) summarizes the disadvantages from Which the total
power radiometer suffers; the gain-fluctuation term is proportional
to the total system temperature and also, a change in receiver
temperature shows directly on the output record. The far more
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dangerous term in the Equation (17) is the gain instability term,
and a good approximation to the o tput fluctuations, measured in
terms of input temperature, is therefore

AT
tot

T

tot + T

tot G

where c is a constant determined by the detector law (c = 2 - for
a square law device). Rewriting the above results we have

tot 
fig T

tot [
( 18a )

Up to this point we have assumed that the various fluctuation terms
are added in amplitude. In practice, however, the noise fluctuations
and the gain-instability fluctuations are absolutely uncorreiated,
and the fluctuation terms should therefore be added as follows

AT at' T
tot

2 2] 2

18b

The constant fight in total power radiometer design is to make

e/ C
,13

so that the system sensitivity is governed by the noise fluctuations.

V. IMPROVEMENT OF RECEIVER STABILITY

Dicke (6) introduced the comparison radiometer which greatly
improved the st ability of the system, and at the cost of more
complex electronic circuitry the receiver stability problem was
more or less solved. The idea which Dicke introduced was to switch
the input rapidly between the signal source (the antenna) and a
comparison source. If the two sources present the same impedances
to the receiver they should give the same output provided that they
are at the same temperature. If the input circuits are at dif-
ferent temperatures, and the output is switched between two in-
tesecating circuits which are connected in opposition, one will
read a DC-value proportional to the difference in temperature .e-
tween the two input sources. A phase detector, switched with a
reference voltage in synchronism with the input switching, reads the
aulkLyde of a signal component in phase with the reference voltage
a-Id is therefore used as an element to detect the value of the
switch-component.



0 . 0 •. 0 . 0 0 . 0 0 0 0 • 	( 19 )

or

The switch-comparison system has, however, the disadvantage
that it lowers the sensitivity by a factor of 2, First, the signal
(antenna) is only present half of the time, and therefore, lowers
the available integration time to half the value for the total pow-
er radiometer. Also, the comparison is made against a noise signal
which also is present for half the time. Each of these factors in-
dividually lower the sensitivity of a factor VT, giving a factor
of 2 together. (Ref. 7, 8, 9, 10).

Let us next consider what happens to the stability. The out-
put of the envelope detector for the two switch positions is

V = C
1
 k (T

A
 + T

R
) BG

V
2
 = C

1
 k (T + T

R
) BG

where T
A
 and T are the temperatures of the antenna (signal) and

comparison positions respectively. The output from the phase
sensitive detector is therefore

V = C
2

(V
1
 - V

2
)

= C1C2kBG [ TA - Tc

and the instability term becomes

(T - T ) 412A C G

showing that the stability with respect to gain changes has been
improved by a factor of

T

A
 + T

R
T

A
 - T

C

compared to the total power receiver.

It is obvious from equation (19) that the gain instability
term vanished (at least in theory) when TA = T. There are two
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ways available to fulti11 this conditior. In the first system,
the channel having the lowest teeperature can have noise added
to it, so that T

A =

	

	 In order for the other system to work,C'the gain of the receiver is switched synchrounisly with the front
end switching so that

(T
A

 4- T
R

)G
A
 =(r ± T

R
)G

C

wbere G
A
 and G are the gain in the signal and comparison posi-

tions respectively, This system is called "gain-modulation."

Figure 8, Principle of a switched receiver.

We have briefly discussed the principles of the switched
receiver, but we have not discussed how the switching is done.
One form of switching uses a resistive load at a constant tem-
perature for the comparison channel (switch-load-radiometer),
The front end (microwave) switch may either be a crystal switch
or a circulator, while the comparison channel may be another
antenna slightly set off focus. In this case, the signal from
the radio source is compared with the signal from a point near
the source, This system is often used in interferometry and in
array-antenna systems. If the signal has a narrow frequency spec-
trum as the hydrogen line, the comparison channel may e a fre-
quency lyi g outside the line. In this case, the switching is
done by switching the local oscillator betwe n two convenient
spaced frequencies.

It should be pointed out that although the switched-radiometer
has a lower sensitivit with reqrd to thermal noise as compared to
the total power recet ex . , the total sensitivity is far better when
the gain fluctuation are taken into consideration.
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The switch receiver is not the only way to decrease the
effects of instabilities. Another method is the use of two re-
ceivers and multiplying the video output signals. If these two
receivers are connected to the same antenna, only the correlated
noise coming from the antenna produces an output since the noise
g_nerated in the receivers are not correlated, and so produce no
dc-output. This type of radiometer is commonly used in interferom-
eter work where one already has two receivers (at least two front
ends) at the different antennas. For single antennas the system
is little used, mainly because of the difficulties of connection
of the two receivers to the single antenna.

The switching principle has more or less solved the
stability problem in modern radiometry; the next problem is to
lower the noise term. In principle, this can be done in three
ways: (1) Increasing the time constant, (2) increasing the band-
width B, (3) decreasing the system noise temperature T t0 . The
last way will be considered in the next chapter. The integration
time can not usually be increase unlimited in practice, so a
value of 2- of more than a couple of minutes is usually not used.
For ordinary mixer and cascode-preamplifier-combinations a band-
width of more than 10 Mc is difficult to obtain. There exists,
however, a microwave amplifier with a reasonable noise figure, and
extremely large bandwidth. This is the traveling wave tube, (TWT1.
For comparing different systems from the noise-fluctuations point
of iew, we can use the parameter M (figure of merit).

totM= =m =

giving the output fluctuations for a one second time constant. The
figure of merit shows that the noise figure or noise temperature is
not the only parameter of importance. For spectrum work however,
the noise temperature is the only important parameter since one wants
to have B small in order to get a high frequency resolution. Con-
sequently, B can not be increased in order to decrease the output
noise fluctuations. The only way to lower the noise fluctuations
is to decrease the system noise temperature (keeping the integration
time co stant.)

Using the broad band technique (TWT) causes two problems.
One is the increased probability of getting interference in the
receiving system, and the other is the requirement for a smaller
value of the gain instability term, Tc) . The broad band
technique has, however, been successfuTly used and a sensitivity
of the order of 0.01 0 X has been obtained (Ref. II).

0

•

0 0 0 0

•

0

•

0 0 0 0 0 0 0 ( 20 )
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Iv. SYSTEM NOISE CONSIDERATIONS AND LOW NOISE TECHNIQUES

In the foregoing chapter we have seen how to compute the
overall system sensitivity if we are given the system parameters.
It, therefore, seems natural to discuss the importance of the
different noise parameters. For a moment do not consider modern
low noise techniques, but look at the receiver temperature as a
function of frequency. As depicted in Figure 9, we see that for
frequencies below approximately 500 Mc. UHF-triodes are superior
to mixers from a receiver temperature point of view.

Figure 9. Consideration of system temperature.
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In this same figure that galactic background temperature is plotted
as a function of frequency. It is obvious from the graph that for
frequencies below approximately 100 Mc the system noise temperatures
are almost entirely determined by the galactic noise level, and,
therefore can not be significantly improved by decreasing the re-
ceivers noise temperatures. Above 500 Mc the total system tempera-
ture is entirely determined by the receiver noise (neglecting fre-
quencies above 5000Mc, where atmospheric effects, like water vapor
starts to be important) and improvement in receiver noise perform-
ances therefore directly pays dividends.

A. ParametELc_mplifiers

We will now briefly discuss two modern low noise systems,
parametric amplifiers and masers, and later discuss their in-
fluence on high sensitive radiometry. The parametric amplifiers
are based upon the classical principle of amplification at micro-
wave by means of the variation of a parameter in a tuned-rf-circuit.
The principle of the gain-mechanism can be most easily understood
by considering the following problem: assume that we have a time
varying reactive (lossless) element (condenser, for instance).
This reactive element is non-linear Ube capacitance might be a
function of the applied voltage c(v).) Now, if we apply a strong
rf-signal ("pump-power") at a frequenc4p and a weak signal (the
signal to be amplified) at a frequency/3 then from the simple theory
of mixing we know that the result (due to the presence of the non-
linear element) is sidebands on frequencies

mf
s
 nf

where m and n are integers. Manley and Rowe (12) showed that the
following equations are valid for the average energy (P m n =

) for a specific combination of the independent integersmfs nfpm-and n.
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( 24 )
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Two remarkable results from Equations (21) and (22) are
that the energy spectrum produced by the reactive element is
independent of the shape of the non-linear device and also in-
dependent of the power level introduced by the pump source. A
common useful approximation of Equations (21) and (22) results
from assuming that only the two lowest sidebands, f f and

f
s
 are present. The energy relation for m = an n = 0,1

aFe

the expressions commonly used in the literature. A positive value
of P denotes power generated by the amplifier while a negative value
of P denotes power absorbed by the amplifier. Equation (24) shows
that pump power is always supplied to the reactance (P < o) if
passive loads are coupled to the siddband frequencies. (P and110-1- so). Equation (23), on the other hand, shows that signal pg-ar is either supplied or absorbed by the amplifier dependent
upon the relative power levels of the sideband frequencies. In
other words, the parametric amplifier can either amplify or attenuate
the signal depending upon how the sideband frequencies are terminated.

Parametric amplifiers can be divided into two main catagories:
(1) circuits which do not introduce negative resistance to the in-
put signal circuit and (2) circuits which do introduce negative
resistance. Amplifiers which belong to case (2) are instable and
bilateral devices, while amplifiers which belong to case (1) are
potentially stable devices. In order to investigate the first mode
of operation, we assume that the circuit is tuned to f and f

suilD

f +f
P
p+s 

= -P
s 	f

s

showing that if signal power is coupled to the amplifier, then
power is generated by the amplifier at the upper siddband. This
mode of operation is therfore called an up-converter. In it the
signal is applied to the device at frequency fs while the ampli-
fied signal appears at the frequency f f, with the amplification

10

From Equation (23) we obtain
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occuring as a result of the frequency conversion process. Other
names for this mode of operation are sum-frequency mode or upper-
sideband upconverter. The gain of the up-converter is

P f +f
G = =  

f
out

P
s 	fs 	fs

• • • . . ( 26 )

which favors a low signal frequency and a high pump frequency. If
we, on the other hand, use the parametric amplifier as a dawn-
converter, the conversion process is accompanied by a loss of

L= 1/G

where G is given by Equation (26).

The disadvantages with the up-converter mode of operation is
that maximum available gain is limited to the ratio of the out-
put (upper sideband) frequency to the input signal frequency and an
undesirable shift of signal frequency occurs.

In order to study the negative resistance mode of amplifi-
cation, we assume that the power in the upper sideband is minimized
by an open-circuit for that signal. Thus P 5 	0,= 0, and Equations
(23) and (24) then give directly

P-P = f s 0 • • •

•

( 27 )S s f -fp s

p-s P = f • • • • • • •p f wf . 0 . ( 28 )
p s

which shows that the pump source supplies power both at the lower
siddband (f f ) and at the signal frequency (f

s
). In addition,

P swe see that if gain is to occur on the signal frequency (P> , 0),
then P must also be positive. In other words, if signal powerP-sis to De generated by the amplifier on the signal frequency the
amplifier must also be allowed to generate power on the lower-
sideband frequency which, in this case, is called the idler fre-
quency

=f. f f
s

* •

 • 

0 • 0 

•

 . • • • • 0 • ( 29 )
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This power must be delivered to a load, an external resistive idler
circuit is therefore needed. Because this negative mode of operation
is characterized by the necessity of three rf-circuits (signal, pump
and idler-circuit), this particular parametric amplifier is also
called a three-frequency parametric amplifier. Analysis by Heffner
and Wade (13) for instance, has shown that for this mode a negative 
resistance is presented to the signal circuit, which explains the
mechanism for producing gain. The amount of gain can be shown to
be limitedi only by the properties of the circuit, leading to a
constant G' x B product. In the negative resistance amplifier,
gain can therefore be traded for bandwidth, and when B-÷0, when

and the amplifier goes into oscillations. This points out
the big difficulty with the negative resistance amplifier, the
stability problem. The negative resistance amplifier physically has
the output terminals at the same point as the input terminals. The
amplifier is therefore a one-port device, and is consequently called
a one-port difference frequency amplifier.

The third main class of operation is, in fact, a mixture of
the up-converter and the negative resistance amplifier. Since we
have power at the lower siddband according to

f f
s p

p-s f
s 	s

0 0 . 0 0 0 0 0 0 0 0 0 ( 30 )

we can reduce the amount of gain at the signal frequency and extract
the useful signal at the lower siddband. In this

f
 wav one has gain
 -tby two processes: first, by the frequency ratio ps and second,

by negative resistance. The latter has, however, been reduced, giv-
ing less dependence upon matching conditions as compared with the
"true" negative resistance amplifier. This mode, sometimes called
lower siddband up-converter has some properties (stability) of the
up-converter. However, in this amplifier, the output terminals
are not at the same point as the input termi,nals. The amplifier is,
therefore, a two-port device, and is sometimes called a two-port
difference frequency amplifier. On the other hand, this device is
also a three-frequency device.

The last class of amplifiers is the so-called degenerative
parametric amplifier which is nothing else than a special case of
the negative resistance amplifier obtained by setting f = 2f .
This means an idler frequency of f i = f fs = fs . Begause the
idler frequency is equal to the signal ILequency, a special idler
circuit is not needed; the idler termination can be provided by
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the signal source. In the case when the signal source is at a
low temperature (as an antenna at microwave frequencies in radio
astronomy) the noise figure for the degenerate amplifier is lower 
than for the negative resistance amplifier (this amplifier mode is
also called non-degenerate mode of amplification) For the de-
generate amplifier there exists an easy model. If the condenser
in a tuned circuit is varied at twice the frequency of the signal
(for instance by pulling and pushing the condenser plates), then
the signal across the condenser increases in amplitude if the pull-
ing apart takes place when the voltage is zero. If the variation
of the condenser (the pumping) is shifted 180

0
 in phase, the

voltage across the condenser decreases in amplitude, thus making
the degenerate amplifier a phase sensitive amplifier.

We have so far introduced four different modes of operation
for parametric amplifiers and have illustrated the different types
of amplifiers. In Figure 10 are listed the four different modes of
operation together with their main properties and their different
names. The last list is not supposed to be complete, but it is
hoped that it covers the most commonly used names.
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MODE NAMES

1) up-converter
2) sum frequency amp1.
3) upper sideband up-

converter

1) negative resistance
2) three-freq. ample
3) one-port diff, freq.

ample4) non-aegenerate ample

Negative

Positive

Negative

Negative

Figure 10. Different modes of operation for parametric amplifiers.

The time -varidble reactance element may either be a condenser
( adk -biased semiconductor diode), a ferrite material, or an elec-
tron beam. The noise figure of a parametric (or reactance) ampli-
fier should be equal to 1 if there were no losses in the circuits,
and if the idler was terminated at 0° K. The diodes always have a
little loss and so do the tuned circuits, which produces a finite
noise temperature. Although diode parametric amplifiers are the
most commonly used types of amplifier, except for the up-converter
(which in practice can not be used at microwave frequencies) they
suffer from lack of stability. The most promising type of amplifier
for frequencies below 2 klqo seems to be the electron-beam-parametric
amplifier, which is both a unilateral device (because of the pro-
perties of the electron beam) and an impedance insensitive device.

Masers
The maser amplifier which has obtained its name from the first

letters of the phrase 'Microwave Amplification (by) Stimulated
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Emission (of) Radiation", makes use of paramagnetic properties of
certain crystals. The main difference between the existing micro-
wave amplifiers (klystrons and traveling wave tubes) and the maser
amplifier are that the latter uses the properties of bound electrons
rather than free electrons, in addition to its use of rf-energy as
a source of power for amplification rather than dc-energy. (14, 15)

It is known that electromagnetic waves can interact with ele-
mentary particles by virtue of changes in the internal energy of the
particles. (These particles may be uncharged atoms and molecules,
or charged ions.) A molecule consists of an assembly of electrons
and atomic nuclei. These can assume only the motion and orientations
which yield a discrete set of energies; that is, the energy of the
system is quantized. A molecule can interact with electromagnetic
radiation by making a transition from the one energy level to another.
If the final internal energy exceeds the initial energy, the energy
difference must be supplied by the electromagnetic field by the pro-
cess of ajas.c2Eption of radiation. Conversely, when energy is g

iven to
the radiation field, the process is one of emission of radiation and
the final energy state of the molecule must have less energy than
the initial state. (The radiation energy is also quantized in energy
so that it can only exchange descrete amounts of energy with inter-
actin molecules.) If the energy in an upper and lower state is
W and W

n 
respectively, then the frequency:I of radiation is given

by the relation m,n

h . 	= W -m,n

where h is Planck's constant.

Not all transitions between energy states of a molecule are
possible. Theory predicts and experiment confirms that only certain
transitions can occur, thus "selection rules" can be formulated.
Paramagnetic ions, for example, present the possibilities of suit-
a le spaced energy levels for making radiation at microwave fre-
quencies possible. The particles possess steady magnetic moments
which will attempt to align themselves in the direction of an ap-
plied de-magnetic field. The energy levels of the elementary mag-
nets in the applied field depends upon the magnitude of the field
and upon the angle between the vector of the field and the vector
of the magnetic moment. Only certain energy values are allowed
which c rrespond to certain angles between the vectors. Since
transitions between particular energy levels are permitted, we can
choose a suitable paramagnetic substance and a suitable value of
dc-maonetic field to have the transition frequencies fall in the
microwave range0
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Let us now assume that the molecule has two energy states, an
upper state and a ground state, between which tranitions are per-
mitted, Theory shows that when the molecule is in the upper state
there Is a definite probability that after a period of time the mole-
cule will return to the ground state with the emission of radiation.
rnis proba4ility has two components, one which is constant, and
another which is linearly depeii.dent upon the energy density of
radiation at the transition frequency incident on the molecule. There-
fore, the presence of radiation at the transition frequency increases
the probability for the emission of radiation by the molecule in
the upper state. Therefore, if we have an assembly of molecules in
the upper of the two energy states, we have a potential source of
electromagnetic ener.T gain. Molecules in the lower of the two
energy states are found to a liksorb energy at the transition frequency
with a probability equal to the varying probability component (givin
rise to the so called stimulated emission). Therefore, in order to
obtain a net gain for the incoming radiation, we must insure that
there is a large excess of molecules in the upper state and main-
tain that excess by some means. Figure 11 shows an energy-level-
di*ram for a common maser material, ruby, and the relative positions
of the energy levels are shown as a function of the applied de
magnetic field. If a rf-power of frequency f s (pump frequency) is
supplied to the crystal, Where fs corresponds to the transition from
level 1 to 3, then many electrons will be pumped up into level 3.

Figure 11. Ener y levels for ruby.
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Some of the electrons will jump spontaneously from 3 to 2, keeping
that level populated. Now, if there are more electrons in level
2 t an in the other levels, stimulated emission will exceed ab-
sorption and amplification is possible 1.y stimulated emission from
2 to 1. From the figure we also see that by changing the magnetic
field and the pump frequency, the idler frequency and the sig al
frequency are automatically changed. This gives a method of tuning
the maser.

Efficient and practical maser operation can only be obtained
at temperatures near absolute zero, so the device is usually im-
mersed in liquid helium (4° K). This 4° K temperature produces
nearly all of the excess noise temperature of the maser amplifier
itself; but unfortunately, losses in electronic component at the
input (waveguides, circulators, cavities) increases this temperature
to about 10-20°K.

An important parameter for a l low noise front-end device is the
voltage gain-bandwidth-product, G x B. We have seen earlier that
we want a large bandwidth in order to obtain predetection integration,
and we want a high .ain in order to decrease the back-end receiver's
influence on the total system noise. If the receiver following the
lownoisefrontendhasanoisetemperatureof 

TFE° 
then the total

rec(-iver temperature is given by

T TR FE G
FE

If we 11,...cve a fairly conventional ack-end receiver having a te perature
of 1000-1500 K, then a front end gain of 20 db (100 times) lowers the
back-end temperature to 1Ol5° K. If we want a Aandwidth of 10 Mc,
the front end should have a G 2 x product of 100 Mc (G measured in times
and easured in c). The following list gives important para-
meters of maser systems which have been in operation in the USA durin
the last 3 years. System temperatures are only given for masers
actually used in connection with an a tenna.

The Fi ure 12 summarizes what has mkeen accomplished as of
today with traveling wa e tubes, parametric amplifiers, and masers.
It should be pointed out that the noise temperatures for the para-
metric amplifiers listed are amplifier temperatures only; for the
masers, the total system temperatures are listed.
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Figure 12. Resume of maser systems.

000

100

10
0

-30-

BMc db

1(3 5 20 50 87

100

300

100

20

RL

Ewen-Knight

Midhi

Airi T. L.

H rvard

Hughes

Bell Lab

10

8.7

0.85-2.0

1.4

9.3

10 20

30 20

50 23

CISC.3 ONO

25

100

.1.. V..,

84

75

ccsaa .4221

20

CrIC3

26 500

tra eling wave tube
down-converter
up-converter
cooled parametric amplifier
electron *earn parametric amplifier (Adler-tu
maser systems (includin antenna noise)

Fig re 13. Present status of low noise systems.
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In principle, parametric amplifiers and masers have solved
the receiver noise problem. The stability, reliability, and ease
of operation of these instruments are, however, much poorer than
is required for most applications in radio astronomy. For the
maser, the system noise consists mostly of input hardware noise
and antenna noise. This points out the next obvious step in the
development of receiving systems for radio astronomy; that is, the
lowering of loss for microwave components like circulators, iso-
lators, and transmission lines while making a new attack on the an-
tenna noise problem.
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