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ABSTRACT: We present ealeulations of the effects of applying various
proposed correction schemes to polarized intensity images, in an attempt to
statistically compensate for the intrinsic bias in this quantity. In particular
we investigate the elfects of masking the image with a signal-to-noise cutoll.
We recommend some changes to the algorithms currently used by AIPS.

1 The problem

The polarized intensity,
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15 a difficult quantity to handle at low signal-to-noise ratio (S/N), mainly
because the value obtained 1s necessarily positive and therefore biassed
by noise in the image. Nevertheless it is an important quantity in multi-
frequency polarization work, since it is required to caleulate physically-
interesting quantities such as the degree of polarization and depolarization
ralios, Decause polarized signals ave often weak, we are usually laced with
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we cannot obtain an accurate value of p in each beam area, we would like
to olitaln a reasonable estimate of the mtegrated polarized intensity at a



particular resolulion over an area of the source, The phrase ‘at a particular
resolution’ 15 the key problem: because p does not obey the convolution
equation we cannot simply smooth the p image to obtain higher §/N. We
can convolve () and (7 separately, but the averaging over regions with dif-
ferent E-vector orientation reduces the net polarized intensity; essentially
such a procedure answers a dilferent question, We want to preserve the
separation of differently polarized regions provided by high resolution but
still gain some benefit from averaging over a large area.

In fact it is possible to do substantially better than the naive approach
by applying a statistical correction scheme. Several such schiemes Liave been
advocated and discussed in the hterature. For the integration problem
mentioned above and for most other problems, we should choose a scheme
which gives the least biassed average result when applied to an ensemble
of data. In general, the level of residual bias 1s a function of S/N. Effective
correction at S/N > 4 iz easy wlule all schemes give a relatively large
residual at §/N < 0.5, In this memorandum we calculate the residual bias
as a funetion of S/N for several praposed schemes. A similar exercise has
been done by Simmons & Stewart (1985; 55). We extend their approach
by including also the simplest possible carrection, which actually turns oud
to be extremely effective, and by considerimg differing 5/N cutolfs i the
algorithms, On the other hand they consider o number of points omitted
here, notably the risk functions associated with the various schemes, This
1s the rms difference belween irue and corrected value as a function of

signal-lo-noise.

2 Calculations

We assume that the errorsin @ and [7 are grussian with the same standard
deviation a, in hoth. ‘This is a reasonahle approximation for most VLA
polarization data. The uncorrected error distribution of polarized intensity
15 then the Rice distribution,
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Here pis the ahserved polarized intensity, pg is the true polavized intensity,
and {15 a modified Bessel function of the first kind (see 55).
We considered four possible estimators of p, given p.
First, p; = p. This shows how bad things are if no correction is applied.
Second, the simple first-order correction p. = .l'_.-";'aj a?y which can be

derived from a first-order expansion in (7, /p)*:
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We define p; = 0 if p < a,; this 1s consistent since p, = () when p = op. It
might be asked whether it is better to leave such points ‘undefined’. Tt is
not, because the existence of a substantial number of poits with olzerved
flux below the noise level is strong evidence that there is indeed very little
polarized emission. To ignore them would lead to a substantial overesti-
mate of the mean polarized intensity, as we shall show, Tlis correction is
available in AIPS as the POLC option in COMB.

Third, the scheme proposed by Wardle & Kronberg (1974). Heve the
estinator is Lhe value of py for which the observed polarization piis the
maximuanm of Fp, pa); 1.e.

AF(p, pa) [ Op =0 (T)

Tliere is no solution for p < 1 so we define 3 = 0 1n this case.

Finally we consider the maximum-likelibood scheme advocated Ly lalleen,
Bicknell & Ekers (1986) and implemented as the AIPS task POLCO. Here
pi 18 the value of py which maximises the prabability of obtaining p
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Here there is no solution for p< J2er,; again we set pa = () here.

4G considered all cases except the second and also two other schemes
with distinetly worse performance. They derive the minimum valines we
cite above.

For each scheme we evaluated the mean corvected value of p which we
denote (p), as 2 fuuction of 5/N, via qumerical integration:

(p) =L ilp) F{p,po)dp (9

For convenience we set the units so that g, = L.

The results arve given in Fig. 1, in the form of plots of the residual bias
[p) —po asa function of /N (L.e. o) Tlhe cases overlapping with §5 are
pood agreement, thereby checking our programs (some ‘droop’ due to the
relatively low upper bound we used n practiee - wisible for pa > B this
Lias no effect on our discussion|.

We made a second set of caleulations in which pr was set Lo zero for 8/N
< 2 sinulating the common practice of ‘masking” low 5/N regions of the
map. In fact ATPS enforces a minimum G /N cutoff of 2 in both the POLG
option of COMB and in POLCO. The results are given 1o e 2. Finally
we made another serles of caleulalions in whicl the lower hound of the
integration was 2, and the results were normalised by the integral of the
Rice distribution over (lie same range. This is equivalent Lo TELOTTE the
masked points, rather than counting them as Zeto. The results are given in
Fig. 3.

3 Discussion

All scheimes inevitably leave solne restdual bias at low signal-to-nose ratio,
For signal-lo-noise ratio of = 2, the scheme Que to Wardle & Kronberg 15
clearly the best. This scheme is probably the best-helaved overall: it is the
ouly one (apart from no correction) which never gives an underestimate,
it allows valid {non-zero) astimates for points as low as Lo, and it appeals
ta approach the zero bias curve cxponentially quickly, as apposed 10 the
otlier schemes which tend Lo zern roughly as puwer ows. S8 find that this
scheme also has a low rigk at high 5/N.



[ practice the simplest first-order correction is almost as good. Below
2o the simple correction is actually superior, 'ﬁil!mue_jh 1ot As _r;l_urjr.l as the
maximum-likelihood scheme for §/N < L. However at these low signal-fi-
noise ritios, the residnal bias depends mostly on the cutall point below
which pixels are set to zero. A lhigher cutofl resulls in a smaller bias at
zero signal, but at the same time gives an underestimate for S/N between
about 1 and 3;. The maximum likelihood scheme has the highest such entof]
which accounts for its ‘goad’ performance at 5/N < 1. In Fig, 4 we plot the
maximu likelihood correction together with the simple correction, using
the same cutoff (v2) for both. A somewhat higher cutofl for the simple
carrection would probably give even clozer agreement.

We have considered the possibility of reducing the zero-signal residual
bias by allowing negative correcied values, We do not think that this would
he of any help. Experiments with free-form correction schemes suggest
that any algorithm which reduces the bias at zero signal will introduce an
underestimate at 5/N of about 1.5, provided the algorithm 15 a function anly
af the observed polarized intensity at the point to be corrected. The reason
is fairly clear: because the underlying noise distribution has a dispersion of
unity hy definition, corrections at values af py separated by (1) in S/N ave
inevitably highly correlated. More complicated correction schemes based
on the observed distribution of p values may be possible; the object wauld
lie to return an estimate of the underlying pg distribution.

The most obvious implication of our resalts is that masking at high
S/N serivusly corrupts mean values (and hence iutegral values) dderived
from the maps. The AIPS minimum cutoff at 5/N of 2 creates a gross
underestimate of the polarized flux for 5/N between 0.6 and 3.5, or an even
worse overcstimmate i masked points ave ignored rather than counted as
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4 Recommendations

e AIPS should allow masking with any S/N cutofl down to 1.

o Observers should be aware that there are inevitable trade-offs in ap-
plying any correction scheme, The most inportant ool for wanipu
lating the residual bias is the 5/N cutofl. Examination of the distri-



bation function should suggest whether to optimise lor low- oy high-
signal-to-noise, It iz alwayvs a good idea to use auxiliary information
i reduce the area of *blank sky’ i a way that does not bias against
regions of low pelanzation, and especially of strong depelanzation.
The best such way is to mask the pomaps an the basis of an [ map,

¢ When integrating polarized intensity over a region, blanked points
should generally be treated as zero rather than ignored.

o An implementation of the Wardle & Kronberg correction scheme
within AIPS would be warthwhile.
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