
VLA Scienti�c Memorandum No. 172:A Test of the CS (Shortened C) Con�gurationM.P. RupenNational Radio Astronomy ObservatorySocorro, NM 878011 February 1997AbstractH I observations of NGC 1058, a face-on spiral galaxy with H I diameter� 15 arcminutes,are used to compare the imaging capabilities of the current C with the proposed CS (short-ened C) con�guration of the VLA. The CS con�guration gives much better images for allchannels, corresponding to source sizes ranging from a few to over 12 arcminutes across, asmeasured by the recovered ux densities, the lack of negative bowls surrounding the emis-sion, and detailed comparisons with images made by combining data from the C, CS, andD con�gurations. The ux densities derived from CS con�guration agree with single-dishand D con�guration measurements to within the thermal noise. CS con�guration imagesof extended sources are comparable to those made by combining C and D con�gurations,and markedly superior to those made from C con�guration data alone.In the process of making these comparisons several important limitations to standardimaging techniques became apparent. CLEANing to a ux limit of � 1� is insu�cient toremove the negative bowl (and to recover the true total ux density) for extended sourceswith a ux density in each beam only a few times the rms noise. Positive-de�nite maximumentropy algorithms like that implemented in the AIPS program VTESS perform very poorlyon this sort of source, while maximum-emptiness algorithms like UTESS are better behavedbut still sensitive to boxing. In any case the maximum emptiness/entropy algorithms alsorequire many more iterations than normally supposed to reach the correct total ux andremove the negative bowl; for this sort of careful work the current implementations maynot be signi�cantly faster than CLEAN. Somewhat surprisingly, the deconvolved imagesproduced by very deep CLEANs in IMAGR and those resulting from UTESS run to con-vergence agreed on a pixel-by-pixel basis to much better than the thermal noise, suggestingthat the two algorithms are in practice less distinct than one might think (or wish).1 IntroductionMany VLA projects require high-resolution imaging of large structures. High resolution requiresthe larger con�gurations, but this leads to a correspondingly larger central gap in the uv-coverage; if one wishes images which accurately recover both the small- and the large-scalestructure, one must combine data from more than one VLA con�guration. This is at bestinconvenient, and Braun (1993) pointed out that one could at least partially `plug' the centralhole by taking one of the outer dishes and moving it to one of the central pads. Prompted bythis work, Holdaway (1994) simulated noiseless observations of Cas A at 1.4 GHz, using thecurrent C and D con�gurations, and Braun's proposed CS (shortened C) con�guration. He1



found that, especially for short (� �2 hours) observations, images from the CS con�gurationwere far superior to those from C con�guration alone, and of comparable quality to those madeby combining the C and D con�gurations, for sources up to 15arcmin across. This memo reportsan observational test of this approach in the context of the most time-consuming observationsencountered in practice, spectral line observations of neutral hydrogen in a nearby galaxy.2 Observations and DeconvolutionA test CS con�guration was set up at the end of C con�guration in January 1995, by transferringthe antennas on stations W12 and E12 to the stations W3 and E3. This di�ers somewhatfrom the con�guration suggested by Braun (1993) and simulated by Holdaway (1994), whoconsidered moving the antenna on the outermost pad of the north arm (N18) to station N1. Inpractice this creates problems because putting an antenna on N1 blocks the move to stationsE1 and W1, both of which are occupied in D con�guration (see Fig. 6b of the Green Book).The CS con�guration discussed here, with antennas on W3 and E3, o�ers similar short-spacingadvantages while avoiding this antenna-move problem. The resulting uv-coverage is shown inFig. 1.The test observations discussed here are of the neutral hydrogen in NGC 1058, a nearby(D = 6:7h�1 Mpc) Sc II-III galaxy. This galaxy was chosen because it is large (H I diameter� 15arcmin), fairly bright in H I (107 � 7 Jy km/s, Allen and Shostak 1979), and has beenobserved exhaustively by MPR in both C and D con�gurations (AR296). At 02h40m + 37�080it is also conveniently located for VLA studies. The data consist of� C con�guration observations of 14 and 15 June 1993, each day covering about 2100-0900 LST, for a total time on-source of 12.23 hours.� D con�guration observations of 7 and 8 November 1993, from 2100-0700 and 2200-0800 LST respectively, for a total time on-source of 2.67 hours (various pointings wereobserved during this run).� CS con�guration observations of 3 January 1995, from 2300-0800 LST, for a total timeon-source of 5.42 hours.All observations were taken in mode 2AC with on-line Hanning smoothing, giving 127 spectralchannels with a channel width of 2.6 km/s. Reduction followed the normal AIPS procedures,with the same ux (3C 48) and phase (0234+285) calibrators throughout. No major or un-usual problems were found in any data set. UVLIN was used to subtract the continuum,approximated as a linear �t to channels 11-31 and 95-115; where data sets were DBCON'd thissubtraction was performed after that concatenation.The uv-coverage for these observations is shown in Fig. 1, while the density of uv-data as afunction of radius is compared for the various con�gurations in Fig. 2. The di�erence betweenthe C and CS con�gurations is clear: while the C con�guration coverage drops drastically below400 wavelengths (� 80m), the CS con�guration extends inward to 200 wavelengths (� 40m),2



close to the shortest D con�guration spacings. D con�guration by itself has signi�cantly moredata on these short spacings, leading to much better low surface-brightness sensitivity; CScon�guration is intended to �ll in the short spacings for already-detected sources, not to replaceD con�guration for deep survey work.To compare quantitatively the results of C, CS, and C+D con�guration imaging, I consid-ered two sets of images: one made with Briggs (1994) robust weighting at full (� 15arcsec)resolution (the \full resolution" images), and the other made with natural weighting and asevere taper, yielding � 55arcsec resolution (the \NALO" images). The former is intended torepresent what a fair observer would actually do in practice, while the latter allows the shortspacings full weight, and should give the deconvolution routines their best shot at modeling thetrue extended ux. Imaging and deconvolution in each case were done separately for (1) thefull, C+CS+D con�guration data, used as the reference data set; (2) the CS con�gurationalone; and (3) the C con�guration alone. Table 1 gives some basic parameters of the images;and Table 2 gives details of six channels selected to span the range of extent of emission andtotal ux density (see also Fig. 16). The imaging and deconvolution steps brought up a num-ber of troublesome details which might obscure the true di�erences between the con�gurations;these are discussed in the remainder of this section.2.1 Deconvolution: CLEAN vs. MEMWhile some imaging pundits passionately recommend maximum entropy, many observers havequestioned the apparently mystic dependence of the resulting images on the choice of inputs,as well as the reliability of the resulting ux densities. Unfortunately the recovery of short-spacing information is precisely where the di�erences between the various deconvolvers mightbe expected to be greatest. We therefore tested four of those readily available and generallyused within AIPS: IMAGR, which has an option for uv-based Clark CLEANing; APCLN,a venerable image-based Clark CLEAN; VTESS, the classic image-based maximum entropy(MEM) deconvolver; and UTESS, which is similar to VTESS but does not require positivity.The results are discussed in the following paragraphs, but the bottom line is that(1) the results of IMAGR and APCLN are e�ectively indistinguishable, within the regionproperly deconvolved;(2) VTESS is hopeless, as positivity leads to a biased solution (too high a ux density)when the signal-to-noise ratio (SNR) is low, as it is here on a beam-per-beam basis in allchannels;(3) the UTESS and CLEAN images with residuals restored agree very well (when run toconvergence, to a fraction of the noise outside the area deconvolved), although UTESSnever zeroes the residuals;(4) the result of UTESS is not terribly sensitive to the choice of inputs (suggestions for whichare given below); 3



(5) there is not a huge time bene�t to using UTESS if one wishes to push both CLEAN andUTESS to the limit (to minimize the residuals);(6) the ux densities derived from UTESS and CLEAN agree to within 0.1%, if properallowance is made for the residuals.These results were all obvious to imaging pundits (but apparently not to random observers likeMPR) long ago.� IMAGR vs. APCLNBoth shallow and deep CLEANs of both the robustly and naturally weighted data showthat the CLEANed images produced by IMAGR and APCLN are virtually indistinguish-able over the inner quarter of the map. The tests employed were: di�erencing the twoimages at full resolution; di�erencing the two images at 60 arcsec resolution; blinking theimages and their Fourier transforms; plotting azimuthal averages of both the di�erenceimages and their Fourier transforms. The most detailed tests used the full C+CS+Dcon�guration data, although a quicker survey was done for the C and CS con�gura-tions independently. For purely practical reasons (disk space) I CLEANed the robustlyweighted images with IMAGR, and the naturally weighted ones with APCLN.� Inputs to VTESS/UTESSOne common complaint from practicing astronomers trying to use UTESS/VTESS isthat they don't know how to set the inputs. The following suggestions are based on theextensive discussion with M. Holdaway, with addenda resulting from conversations withDan Briggs; I report on the e�ects of changing the various inputs in the sections on theindividual tasks below. The important inputs then are as follows:(1) the region to be deconvolved: similar to boxing in CLEAN. The lore is that boxingmay make a bigger di�erence for MEM than for CLEAN. For large objects of lowSNR from beam to beam, our tests show that VTESS requires very careful boxing,while UTESS is more robust.(2) the maximum number of iterations: although the usual recommendation is for a few10s of iterations, I found that some hundreds of iterations were required for conver-gence, and that those later iterations helped signi�cantly in minimizing the residuals.Briggs (1994) also found that such \over-iteration" led to signi�cantly better modelsin a very di�erent context (super-resolution of slightly-resolved sources).(3) the required residual noise level: a noise level comparable to or slightly lower thanthe observed one seems reasonable, has worked well in past practice, and leads toconvergence in a �nite number (10s to 100s) of iterations.(4) the zero spacing ux: assuming one does not have true single-dish data, guessing aux of about 10% of what one really believes seems to work well. One always wantsto guess well below the true ux, because without true zero-spacing information4



there is very little to push the ux back down, and (for VTESS) because some ofthe power in the algorithm derives from the positivity constraint, which means thatoverestimating the zero level is something of a disaster. In practice I found thatguessing 10% of the ux seen in the dirty images is easy, agrees to �rst order withwhat the single-dish says for this galaxy, and gives good results.(5) initial/bias image: a uniform brightness default image works very well in most cases.We tested VTESS/UTESS primarily on the robustly weighted images, with a variety ofinputs: with and without boxing; for tens to hundreds of iterations; varying the requirednoise level from roughly 100% to 50% of that seen in empty channels; and choosing as aguess of the true short spacing ux 10% of that found in the positive part of the originaldirty map.� VTESS is hopelessVTESS turned out to be something of a disaster, so I also ran a subset of these tests usingSDE's maximum entropy task VM, with qualitatively similar results. The problems seemfundamental to the algorithm, and indeed most of these di�culties are to be expectedwhen dealing with low SNR data, as discussed below.{ Floating ux scale and sensitivity to boxing:Fig. 3 shows the ux density as a function of radius for the robustly-weighted imagesof the combined con�guration (C+CS+D) data for channel 63 (520.6 km/sec). Eachpanel corresponds to a separate run of VTESS, with the required noise �t (in mJy)as indicated; in each case the algorithm converged in between 20 and 50 iterations.The entire inner quarter of the map was deconvolved. The results of a deep APCLNare shown for comparison. Depending on the choice of noise level (the actual valuein channels with no signal is about 0.5 mJy/beam), the resulting images may showeither a positive or a negative bowl surrounding the source, of virtually arbitrarystrength. Here the total derived ux density varies from 3.4 to 17.1 Jy. Boxinghelps matters considerably but does not eliminate the problem; this presumably isthe origin of conventional wisdom that you can't trust MEM ux densities. Notethat the \MEM bowl" is not some constant value that can be safely subtracted fromthe entire image; rather, the extraneous ux density is always higher in the innerpart of the image. The reason for this is not clear. In any case, an algorithm whichgives ux proportional to area deconvolved is rather frightening, particularly whenone doesn't already know where the real ux is.{ Residuals large and correlated with image:While CLEAN can (with enough iterations) e�ectively zero the residual image, max-imum entropy algorithms cannot. Moreover, the residuals always trace the modelimage { in fact, one can derive the model from the residual image directly. Bothstatements follow trivially from the following argument. In MEM or any relatedmaximization algorithm one is maximizing a function like5



H � ��2where H is the entropy, �2 is the usual sum of the squares of the residuals, and� is a term balancing the importance of the entropy and the goodness-of-�t. Themaximum corresponds to dHdI = �d�2dIwhere I is the image. For MEM, dHdI = � log I , while d�2dI is basically the residuals,and the model image is roughly the exponential of the residual image1.Fig. 4 shows this e�ect in practice, for one of the more extended channels as imagedwith the full C+CS+D con�guration data. Even a boxed VTESS leaves 5% residualsover the source, not to mention 20 mJy sidelobes outside. APCLN by contrast haszeroed the residuals, at the expense of about a million CLEAN components (with again of 0.1; see below).{ Instabilities when doing many iterations:The VTESS results presented above refer to runs for 30-50 iterations. One mighthope that further iteration would improve these results, but in fact both the goodness-of-�t and the entropy start to grow worse, and the ux in the model constantlydecreases. VTESS actually \blows up" around iteration 50 (ux shoots up by anorder of magnitude or more, then drops too low, while the goodness-of-�t jumps tomuch higher values and stays there). To test whether this was a bug or a feature Itried the parallel SDE task VM, which while not exploding does give the same basicbehavior (model gets worse rather than better after a few 10s of iterations). Thereason for this instability is not clear.The �rst two e�ects { sensitivity to boxing and large and correlated residuals { makeVTESS unsuitable for low-SNR imaging of sources of (initially) unknown structure.Holdaway's (1994) MEM deconvolutions of Cas A in his CS con�guration tests werepresumably successful because the simulated data were noiseless.� UTESSUTESS is a \maximum emptiness" algorithm: it maximizes the entropy like VTESS,but does not require that the model be everywhere positive, thus avoiding most of theproblems encountered with VTESS and VM for low SNR data.{ Less sensitive to inputs:The inputs are similar to VTESS, but the result is far less sensitive to the details of1Thanks to T. Cornwell for this explanation, which makes the result as obvious as it should have been tobegin with. 6



those inputs. In particular, neither the derived ux nor the details of the �nal modeldepend signi�cantly on the choice of noise level, and both are also less sensitive tothe area used for deconvolution. For channel 63 (520.6 km/s), for instance, the uxin the restored image varied from 3.42 to 3.55 Jy for a factor two change in theinput noise, and this variation can be ascribed entirely to the change in the level ofthe residuals (see the section below on scaling the residuals). Inadvertently settingthe initial ux estimate to the negative of the true value gave a similar di�erence,compared to the correct inputs.{ Convergence:With the noise level set to about 60% of the noise as measured in empty or CLEANedimages, UTESS took 300-450 iterations to converge. (Setting the noise to the truelevel led to convergence in of order 100 fewer iterations, but with higher residualsand somewhat lower model uxes; the noise levels used here were chosen as thesmallest which would give convergence in any reasonable time.) The stopping crite-rion actually seems to be reaching an agreement of 0.05 times the requested noise.There is no sign of the VTESS/VM instability mentioned above: the model doesimprove at each step.{ Much lower residuals:As argued above, all MEM-like algorithms must have residuals which are simplyrelated to the source structure, and UTESS is no exception. However, the levelof those residuals is an order of magnitude lower than given by VTESS: a peak of0.02 mJy/beam for the worst full-resolution channel with UTESS, vs. the typical0.1{0.2 mJy/beam from VTESS. This corresponds to 0.5% and 5% of the modelintensity for UTESS and VTESS residuals, respectively. Minimizing the residuals isimportant because the restoring and dirty beams are di�erent, in particular for theVLA con�gurations discussed here, and because a deconvolution which does not govery deep runs the risk of doing a poor job of recovering the missing short-spacinginformation.{ Agreement with CLEAN:The �nal restored UTESS images, with residuals added, agree with the results ofvery deep CLEANs to within the level of the UTESS residuals. In general thedisagreement is at a low, roughly-constant level across the part of the image thatcontains emission, as shown in Fig. 5 for the full-resolution version of the canonicalchannel 63. The best estimates of the total ux densities, correcting the residual uxscale as described below (JvM method), agreed with similar estimates from CLEANto better than 0.3% (a few mJy) for six sample channels spanning a range of totalux density and size (520.6 to 559.4 km/s). As discussed above, UTESS cannotzero the residuals, so the ux densities before residual scaling are more discrepant(up to 20 mJy). Table 3 shows these results for the NALO (tapered, low-resolution)images. This agreement held for both the robustly- and the naturally-weightedimages, and for CS, D, and C+CS+D con�guration deconvolutions. Deconvolutions7



of C con�guration alone were less robust, with CLEAN generally recovering moreux, but this is hardly surprising since C con�guration has so few short spacings toconstrain the deconvolutions.{ Timing:UTESS, when run to convergence, does not seem to give a huge time advantage forthe galaxy studied here, based on careful testing of a few images, and a rough (factorof few) impression from batch deconvolutions of entire cubes. For example, run-ning UTESS to convergence (439 iterations) on channel 63 of the robustly-weightedC+CS+D con�guration images took 4395s of CPU on navajo, an IBM/560 with64 MB of memory, while APCLN to a similar level (residual ux 0.05mJy/beam;260000 iterations with GAIN 0.1 and FACTOR �0:3) took 7034s. In each case thedeconvolution region covered 43164 pixels. The relative speed of the two algorithmsis however complicated by their detailed behavior; for instance, UTESS generallyreaches a given ux level much more quickly than APCLN, but sometimes then`loses' ux as iteration continues. This comparison requires more careful study.In sum, while VTESS works only poorly on these data, UTESS does as good a job atdeconvolution as CLEAN, with the caveat that it can never truly zero the residuals. This isnot a major restriction except in the cases of very careful work, where one may wish to scourthe map as clean as possible, and very non-Gaussian dirty beams, where the ux scale forthe residuals is very di�erent from that for the restored model. For the current study I choseto stick with CLEAN, because (1) the algorithm is widely used and trusted by H I observers;(2) CLEANing to convergence does zero the residuals, �nessing the problem of residual scaling(discussed below); and (3) neither VTESS nor UTESS, as currently implemented in AIPS,restore the residuals outside the deconvolution region.2.2 Deconvolution: How deep is deep enough?The standard lore amongst H I pundits has been that CLEANing below 2-3 times the rmsnoise level is pointless, since the sidelobes of any remaining components are well below thenoise, and so don't alter the general appearance of the map. Unfortunately, while the sidelobesof any single 1� component may be negligible, the cumulative sidelobes of thousands of suchcomponents can be quite important; most obviously, they produce the well-known negative`bowls' surrounding regions of emission. Since we are interested in quantitative comparisons,and are especially concerned with the recovery of large-scale structure, deeper CLEANing isrequired. Probably the simplest and safest procedure is to CLEAN to convergence, in the sensethat the residuals are nearly zero and the ux density in the CLEAN model is stable. Figure 6shows the ux CLEANed2 as a function of the CLEAN ux limit and number of iterations for2Note that the ux density and fractional errors in Fig. 6 refer to the ux density in the CLEAN model {no residuals are included. Tests involving a few channels and CLEAN ux limits between 0.01 and 2� indicatethat adding the residuals with no scaling would improve the fractional error in the total ux density by roughlya factor of two, independent of CLEAN depth or channel number (i.e., character and size of emitting region).This factor is of course related to the JvM scaling discussed in the next section.8



a set of representative channels (see Table 2). This particular �gure shows the results for theNALO images; the full-resolution images behave similarly, but require even deeper CLEANs(see Figure 7 for two examples).Several results are apparent:� Deep CLEANs are mandatory if one wishes to recover the total ux density accurately.For the NALO images CLEANing to 1� left ux density errors of some 10s of per cent forthe less extended (and lower SNR) channels, and the fractional errors for similarly deepCLEANs were several times worse for the full-resolution images. To model 90% of thetotal ux density for the NALO images requires CLEANing to about a quarter � (104iterations) for the weakest channels.� Brighter (higher SNR) sources, even if more extended, need not be CLEANed as deeplyto give accurate total ux densities. For instance, a several � cuto� (4000 iterations)is adequate to recover 90% of the ux in the most extended channel (63) of the NALOcube. Similarly, the full resolution images, which necessarily have lower SNR, require afactor 5{10 deeper CLEANs than their NALO counterparts, as measured by ux limitor by NITER, to achieve the same total ux density. (The beam areas di�er by roughlya factor 12.) Admittedly these statements are based on fractional errors, but it's hardto imagine what other measure to use, and the basic conclusion that one gets more bangper buck in CLEANing high-SNR sources seems reasonable. Note that each channel wasboxed separately, so most of the CLEAN components do lie within the emitting regioneven for the channels with only faint emission.� There are some odd features for the weakest channels { for instance, the \bump" in theCLEAN ux densities during light CLEANs. It is not clear what causes this; at any ratethe ux density found by very deep CLEANing does agree with that found by the JvMscaling of residuals discussed below.In the end I chose to CLEAN very deeply indeed, to avoid any confusion between incompletedeconvolution and real di�erences between the structure and ux recoverable using the di�erentarray con�gurations. Six representative channels (see Table 2) of the full-resolution imageswere CLEANed to about 1/25th of the rms noise, leaving only a few mJy in the residuals,and requiring of order a million CLEAN components (with a gain of 0.1)3. This is obviouslyprohibitive { each channel takes 2hrs of CPU on an IBM/580. The naturally weighted images,being much smaller and having higher SNR, could be CLEANed to an equivalent level inabout a tenth the time, and all 37 NALO channels with signi�cant emission were CLEANed toconvergence. The ux densities measured in the six overlapping channels from the NALO andfull-resolution images agreed to within a few mJy, for all con�gurations, demonstrating thatconclusions drawn from the NALO ux densities are valid for the full-resolution data as well.3The total number of visibilities in a single channel of the combined C+CS+D con�guration data set is598,010. 9



2.3 Deconvolution: Scaling the ResidualsOne of the major di�culties in deriving ux densities from interferometric maps is the di�erencein units between the model (which is generally restored with a Gaussian beam) and the residuals(which are convolved instead with the dirty beam). J�ors�ater and van Moorsel (1995; JvM)suggest that one should consider the \true" ux density as the sum of the ux density in themodel and some constant times the apparent ux density in the residual image, as measuredunder the (false) assumption that the residuals are also characterized by the restoring beam.They argue that this constant should be a function of the distribution of the emission, the boxesused in CLEAN, and the shapes of the dirty and restoring beams; but it should not depend onthe depth to which the map is CLEANed. This last implies that one may solve independentlyfor the scaling factor for the residuals, and for the true ux density, by CLEANing to twodi�erent depths and requiring that both the scaling factor and the true ux density derivedfrom the resulting images be the same. They further show that the ux density thus derivedagrees with that found by CLEANing to convergence, even for relatively shallow CLEANs, tobetter than 10%. We applied this trick to both the CLEAN and the UTESS images discussedabove.The most obvious problem was with the C con�guration data, which were simply notsusceptible to this analysis. In many channels both the model and the residual ux densitiesgrew as they were CLEANed more and more deeply, and in others the derived values of the\true" ux density and the multiplicative constant varied signi�cantly (10s of per cent) frommajor cycle to major cycle of the CLEAN algorithm. Presumably this reects the severityof the missing short spacing problem in this con�guration, as even by \convergence" CLEANleaves a signi�cant negative bowl (see below). This problem recurred for both the robustly-and the naturally-weighted images. By contrast, the method worked well for the CS, D, andcombined C+CS+D con�guration data sets, yielding ux densities stable to a few per centwhen CLEANing up to or deeper than a few times the rms noise. Some of these results areshown in Fig. 7.In the cases in which it could be applied, the same technique worked equally well for imagesmade by the maximum entropy task UTESS, with the �nal ux densities derived from thatalgorithm agreeing with those from CLEAN to the measurement accuracy of a mJy or 0.3%(Table 3). However, for the channels with little emission, boxing could make a big di�erence.NGC 1058 is a large, face-on galaxy, so it is quite possible that low level emission be spreadacross a large area even in weak channels; but the scaled-residuals approach works very poorlyin that case, �rstly because the SNR of the derived scaling factor and total ux is low, andsecondly because that scaling factor depends on the distribution of the emission, which meansthat one should really employ a scaling factor which varies with the local structure. The weakchannels, consisting of very low level extended emission plus fairly bright central `blobs', appearto exacerbate this problem. This di�culty is not speci�c to this particular data set: trying thesame approach on Mundell's B con�guration observations of Seyfert galaxies gave results thatdi�ered by 20-30% (10-15 mJy) depending on the strictness of the boxing.Even for CLEAN, scaling the residuals is not a panacea, because multiplying by a constant10



is not the same as deconvolving an image. Consider the case of a low SNR `wooy' structurewith a large negative bowl surrounding it; clearly multiplication of the residuals cannot removethis bowl. But there are also more subtle e�ects, and while the total ux density may be derivedvery accurately, the details of the image are not, as is shown in the di�erence plots in the bottompanels of �gure 7. These show the mean and rms di�erence between the partially-CLEANedimages (with various scalings for the residuals) and the `�nal', converged CLEAN image. Whilethe CLEAN image with the usual unit scaling basically di�ers from the �nal image by aconstant, the JvM scaling gives an image which agrees very well in the mean, but quite poorlyin the dispersion. The curves labeled \best" in this �gure represent an attempt to keep the bestof both worlds, by scaling the residuals by the constant which minimizes the median di�erencebetween the CLEAN+scaled residual image and the converged CLEAN image. While thiskeeps the rms error fairly low, it doesn't yield very accurate total ux densities. We concludethat, while scaling the residuals can give very accurate total ux estimates, it cannot be usedblindly to avoid lengthy deconvolutions when doing careful, quantitative analysis. Simulationswould be very helpful to test what e�ect scaling the residuals has on the �delity of the image{ comparing with a converged CLEAN image is easy but hardly conclusive, given the knownimperfections of that algorithm.Given these di�culties I have chosen to CLEAN to ridiculously low levels, and to cite thestandard ux densities as measured directly from the restored images. Since the residuals atthe end of these deep CLEANs count for at most a few mJy, and since the derived scalingfactors are typically about a factor 2, these standard ux densities are accurate enough forcurrent purposes, and probably more accurate than the overall ux scale anyhow. For the sixrobustly-weighted channels studied in detail I also quote the \true" ux density as derivedaccording to the J�ors�ater and van Moorsel prescription (Table 3).3 ResultsThe main question is how well the CS con�guration measures, and subsequent deconvolutionroutines extrapolate, ux densities at the shortest spacings; and speci�cally, whether the CScon�guration does su�ciently well that combination with D con�guration would not be requiredeven for large sources.3.1 Integrated HI SpectraTable 4 summarizes the available single-dish and interferometric H I ux determinations forNGC 1058. In general the single-dish measurements, uncorrected for the antenna response(primary beam), agree surprisingly well, given the observed size of the source (H I diameterabout 14 arcmin). By contrast, earlier interferometric observations were low by 15% for WSRT(van der Kruit and Shostak 1984) and 35% for the VLA D con�guration (Dickey, Hanson, andHelou 1990). Our observations do signi�cantly better, missing only 8% of the ux in C con-�guration, and consistent with no missing ux in both the CS and combined con�gurations.The disagreement with the earlier D con�guration observations presumably reects their very11



shallow CLEANs (500 components per channel, vs. of order 100,000 in our (tapered) images),as the authors remark on the large negative bowl surrounding the galaxy (Dickey, Hanson, andHelou 1990).This sounds very promising, but a channel-by-channel comparison is a much more stringenttest. Fig. 8 compares the single-dish H I spectrum of Allen and Shostak (1978) with those fromthe WSRT (van der Kruit and Shostak 1984) and the combined VLA C+CS+D con�gurations.4We have removed a linear baseline from the single-dish data, and the VLA ux densities havebeen corrected for the primary beam response. The WSRT spectrum is as expected consistentlylow for the central channels, in which the H I is most extended; the asymmetry in the error,with a larger di�erence on the high-velocity than on the low-velocity wing, is a bit surprising,since the galaxy itself is very nearly symmetric. The VLA measurements on the other hand arein excellent agreement with the single dish, as shown in the di�erence spectrum in Fig. 8b. Therelatively poor spectral resolution of the single dish (8.2 km/sec) is obvious in these residuals.Unfortunately Allen and Shostak do not report the thermal noise level of their observations,but the quoted system temperature (35 K), e�ciency (0.51), integration time (12mins on,12mins o�), and bandwidth (8.2 km/sec) imply a thermal noise of 1� � 62mJy. Combinedwith the average VLA noise of � 9 mJy, the maximum residual between the two measurements,196 mJy at 533.5 km/sec, corresponds to 3.1�. Given this consistency, together with the lowernoise level and higher spectral resolution of the VLA data, I take the C+CS+D con�gurationspectrum as the standard for all subsequent comparisons.Before moving on to the comparison with the smaller con�gurations, it is worth notingthat the above discussion shows the VLA can provide accurate H I spectra even of very large(� 15 amin) and complex objects. It would be interesting to compare this spectrum withlow-noise, multiple-pointing data from a large single dish, e.g. the NRAO 140-foot.Figure 9 compares the total ux densities derived from the C, CS, and C+CS+D con�gu-ration data. In the interests of allowing simple noise calculations, these spectra have not beencorrected for the VLA's primary beam. In each case the channels were CLEANed to 0:05�. Aswith the WSRT, C con�guration does a poor job of recovering the ux density in the centralchannels, where the source is largest. More surprising is the asymmetry of the residuals, shownin Fig. 9: the C con�guration deconvolution consistently does a worst job of recovering uxon the low-velocity side, despite the apparent symmetry of the source. Further CLEANing,beyond the (constant) residual level required of all channels, did raise the ux in these channelsa bit, but at an enormous cost: a factor 10 more CLEAN components for the most discrepantchannel (510.2 km/sec, low by 500 mJy), for a total of two million components (vs. about250,000 visibilities), raised the recovered ux density by only 200 mJy, leaving a � 300mJydiscrepancy. On the other hand, the WSRT data show a similarly-asymmetric disagreement,but at high rather than at low velocities. All this is important, because it shows that theaccuracy of the recovered ux density is a complex function of the details of the ux distribu-4The only other published single-dish spectrum is that from the Jodrell Mark I 250-ft. telescope in Lewis andDavies (1973). As their beam is signi�cantly smaller than that of the Dwingeloo 25m (17x13 vs. 32 arcmin),I compare with the latter measurement. The two spectra in any case agree perfectly to within the noise, anastonishing result given the large extent of the H I in this galaxy (12{13 arcminutes) near the systemic velocity.12



tion and of the interferometer. In particular, one cannot predict the magnitude of the errorfrom the maximum extent of the source: the H I emission region is roughly the same size atvelocities equally displaced from systemic, while the error in the C con�guration ux density isvery di�erent depending on whether that displacement is a redshift or a blueshift. This impliesfor instance that velocity curves and velocity pro�les derived for large galaxies using the largercon�gurations may be systematically in error, even if the ux integral appears to come outroughly right (as it does for our C con�guration data).Reaching at last the con�guration we're actually interested in, ux densities derived fromthe CS con�guration alone match those from the combined C+CS+D con�gurations to withinthe estimated noise level (Fig. 9b), in this case to better than 50 mJy. Since this source indi�erent channels ranges from a few to 15 arcminutes across, we conclude that CS con�gurationyields total ux densities indistinguishable from those derived from D or combined con�gurationobservations.3.2 ImagesAlthough total ux densities are an easy and fairly clear-cut indicator, the real question iswhether the images resulting from CS con�guration alone are similar, both qualitatively andquantitatively, to those from the combined C+D con�gurations; and in particular whetherCS con�guration does a much better imaging job than C con�guration. The answer to bothquestions is yes, as shown in this section.Fig. 10 presents images of one of the channels (520.6 km/sec) with the most extended H Iroughly 12x13 arcmin. These are the robustly-weighted images, convolved to a common resolu-tion of 30 arcsec for clarity. Note that these have been displayed with common contour levels,despite the rather di�erent thermal noise. The C con�guration image shows the expected neg-ative bowl, creating hollows in the areas between the spiral arms, and making the emissionappear sharper than the reality (here taken as the C+CS+D con�guration image). CS con-�guration by contrast eliminates the negative bowl entirely, and reproduces (within the noise)all the salient features of the C+CS+D image, on all scales; note for instance the depressionjust south-east of the bar. The CS image does appear blotchier, but this simply reects itshigher noise level. This is shown in Fig. 11b: there are no systematic e�ects over the area ofemission, and Fig. 12b shows quantitatively that the distribution of ux densities here is fullyconsistent with random thermal uctuations. C con�guration by contrast is dominated by afairly constant o�set, in addition to similar noise uctuations (Figs. 11a, 12a). 5The azimuthally-averaged radial ux density pro�les illustrate even more directly the ad-vantages of the shortened C con�guration (Fig. 13). The character of the C con�guration bowlis obvious, with the largest (negative) deviations in the center, falling o� with radius. CS con-�guration again gives results consistent with pure noise; note that the noise falls with radius,5While these �gures are all presented for 30 arcsec resolution, the results at full resolution are similar; thechoice of 30 arcsec for plotting simply makes these results easier to see. In particular, there is no evidence thatC con�guration does a better job than CS con�guration even at the highest resolution, although the noise levelof the single-con�guration images limits the usefulness of this statement.13



as more and more pixels are brought into the azimuthal average.One might hope that the maximum entropy algorithms would help the C con�gurationbowl signi�cantly. The problem is that without the central spacings they don't know where tostop, and VTESS in particular gives a positive bowl of the same magnitude as the negative onefound with CLEAN (Fig. 14). UTESS can be carefully massaged to give a better result but theonly reliable way to choose the appropriate \golden"' parameters is on the basis of comparisonplots like these, obtainable only through observations with the smaller con�guration.These di�culties are not con�ned to the channels with the most extended H I emission.Fig. 15 shows dirty maps from two edge channels, taken from the high-velocity side of theemission peak, where C con�guration does a very good job of recovering the total ux densities.These images are the tapered, naturally-weighted ones; the robustly-weighted images show thesame e�ect. Even for fairly small (4{5 arcmin) H I extents, C con�guration has trouble with thelow-level, extended emission; bear in mind that this is 12 hours of C con�guration, comparedwith only 3.5 hours of CS. In both channels C con�guration picks out only the peaks of theemission, and it is hard to imagine that one would even know how to box these maps to bringout more. That the total ux densities agree merely reects the relatively low ux densities inthese channels, which leads the integrated noise to mask the signal in the H I spectra.Finally, Fig. 16 shows similar results for six channels chosen to span a range of intensities andH I distributions. These images were deeply CLEANed and convolved to a common resolutionof 60 arcsec. The comparisons reported above hold for these channels as well, and I concludethat CS con�guration represents a substantial improvement over C con�guration in all cases.4 Discussion and ConclusionsCS con�guration represents a substantial improvement over C con�guration in image �delityon large size scales, and in particular for the measurement of total ux densities. The negativebowl seen in C con�guration images is completely removed, even for sources with complexstructure as large as 14 arcmin across. Further, CS con�guration images agree, even at fullresolution, with those made by combining C, CS, and D con�gurations; while C con�gurationby itself leads to images that are quantitatively in error and qualitatively mis-leading, even forsources only a few arcminutes in diameter. We conclude that the availability of CS con�gurationwould obviate the need for follow-up D con�guration observations of H I in large sources, andcould substantially improve all H I observations currently made with C con�guration alone.This memo has focussed on large, wooy sources with fairly low signal-to-noise ratios insingle beams. Holdaway (1994) gave similar results based on noiseless simulations of Cas A,scaled to various sizes, and also found that CS con�guration was always an improvement over Ccon�guration in terms of image �delity, except in the case of full C con�guration tracks (wherethe projected C con�guration baselines became very short as the source set) when the two wereroughly equivalent. Holdaway's results are appropriate for high SNR data, so CS con�gurationseems to be marvelous on all size scales, for both faint and bright sources. Clearly there is astrong case for allotting a substantial portion of the time normally reserved for C con�guration14



to the new, shortened, CS con�guration.Should CS con�guration completely replace the current C con�guration? In the schemediscussed here, one gains the short spacings of CS con�guration at the cost of some intermediateC con�guration baselines. This must lead to some degradation of image quality on intermediatesize-scales, but this is almost impossible to quantify. Holdaway's simulations, using a knownsource structure, would seem ideal; but there the in�nite signal-to-noise ratio probably leadsto unnaturally good deconvolutions. The current memo, relying on real data, has no \truthimage" to do the comparison, and measurement of the agreement between CS and C+CS+Dcon�gurations is limited by the CS noise level. One could re-do Holdaway's simulations withfull-blown noise and calibration errors, but this would be both time-consuming and inconclusive,since the importance of those intermediate spacings must depend on the details of the sourcestructure and the deconvolution scheme. Another argument is that projects which will want Dcon�guration anyhow { for instance, mosaics at C con�guration resolution, or surveys whichneed excellent sensitivity on both C and D con�guration size scales { wouldn't gain by havingthe short CS spacings. There is also the question of spectral index or other comparative maps,where one wants as similar uv-coverage as possible at di�erent wavelengths. Although theseissues are almost impossible to check quantitatively, they seem very contrived; it is di�cultto imagine a project which would not bene�t from a few short spacings, or which would beharmed substantially by loss of a few intermediate ones.In fact, I am led instead to propose going to shortened con�gurations in all of the largercon�gurations, A, B, and C, motivated only in part by the whimsical prospect of proposingfor BS con�guration. This would remove the only real argument, that of the need for scaledcon�gurations, because AS, BS, and CS could be scaled versions of each other. D con�gurationwould of course be di�erent, but it always has been, both because the innermost antennas areplaced in unique positions, and because shadowing removes some of the scaled short spacings.There would still be a need for D con�guration for surface brightness sensitivity, but scaledcon�gurations should remove many of the short follow-up observations currently required togive believable maps. For the VLA, this would mean some gain in available observing time;the main bene�t however would be for the observer, who could do with a single con�gurationwhat now takes two, leading to simpler and quicker data reduction, and (for current single-con�guration projects) to more accurate maps. The main scienti�c argument against thisscheme is the loss of Fourier �ltering in the largest con�gurations, which are frequently used tosearch for, or measure the uxes of, small sources embedded in extended emission. This seemsa reasonable argument for retaining the regular A and B con�gurations for some fraction ofthe time, but C con�guration is hardly ever used thus, and could be abandoned.5 ReferencesAllen, R.J. and Shostak, G.S., 1979, A& AS, 35, 163.Braun, R., 1993, VLA Scienti�c Memorandum No. 165: Telescope Placement at the VLA forBetter Single Con�guration Imaging. 15
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Table 1. NGC 1058 ImagesFull-resolution images: full-resolution, robustly-weighted(4 arcsec/pixel; 1024 x 1024 pixels; IMAGR robust=0)Beam size rms noiseCon�g. [asec] wtnoisea [mJy/beam]C 14:88� 13:21 at 86:9� 1.18 0.675CS 14:47� 13:40 at 81:8� 1.17 0.74D 47:57� 43:13 at �86:4� 1.18 1.2C+CS+D 15:44� 13:52 at 87:0� 1.18 0.50NALO images: low-resolution, naturally-weighted (with taper)(8 arcsec/pixel; 512 x 512 pixels; IMAGR uvtaper= 4k�)Beam size rms noiseCon�g. [asec] wtnoisea [mJy/beam]C 43:85� 39:77 at �66:1� 1.50 0.88CS 55:32� 46:75 at 81:6� 1.44 0.95D 72:10� 64:35 at �85:3� 1.03 1.00C+CS+D 53:66� 46:87 at �83:2� 1.39 0.55a The expected noise level of images made with the requested weight-ing, compared to that which would be achieved with naturalweighting, as reported by IMAGR.
17



Table 2. Basic Characteristics of Selected ChannelsVelocity Diameter S�a Full-res.b NALOcChannel [km/s] [arcmin] [Jy] [mJy/beam] [mJy/beam]48 559.4 km/s 3.5arcmin 0.0063 Jy 2.0 3 mJy/beam50 554.2 km/s 4 arcmin 0.0565 Jy 3.2 4 mJy/beam53 546.4 km/s 7 arcmin 0.200 Jy 2.8 12 mJy/beam56 538.7 km/s 9 arcmin 0.599 Jy 6.7 40 mJy/beam58 533.5 km/s 12 arcmin 1.23 Jy 11 60 mJy/beam63 520.6 km/s 14 arcmin 3.56 Jy 12 80 mJy/beama Total ux density in very deeply-CLEANed images; NOT corrected forprimary beam attenuation.b Peak ux density in C+CS+D con�guration full-resolution image.c Peak ux density in C+CS+D con�guration NALO image.
18



Table 3. NALO Flux Density Comparisons: UTESS vs. APCLNChannel UTESS APCLN UTESS APCLN rms noiseCon�g. [Jy] [Jy] (JvM) [Jy] (JvM) [Jy] [Jy]48 C 0.137 0.160 { { 0.01748 CS 0.031 0.0316 0.029 0.030 0.01448 D { { { { {48 C+CS+D 0.0089 0.0092 0.0063 0.0063 0.008850 C �0:044 �0:044 { { 0.01750 CS 0.0542 0.0549 0.0534 0.054 0.01550 D { { { { {50 C+CS+D 0.0546 0.0563 0.0563 0.0565 0.008953 C 0.124 0.1399 { { 0.01653 CS 0.200 0.2014 0.1976 0.197 0.01453 D { 0.1909 { 0.1895 0.01953 C+CS+D 0.204 0.2032 0.2005 0.200 0.008856 C 0.4982 0.609 { { 0.01756 CS 0.5551 0.5692 0.5669 0.566 0.01456 D 0.603 0.606 0.6039 0.604 0.02056 C+CS+D 0.5965 0.6013 0.5998 0.599 0.008858 C 0.952 1.096 { { 0.01758 CS 1.213 1.24 1.239 1.238 0.01458 D 1.21 1.224 1.226 1.225 0.02058 C+CS+D 1.223 1.231 1.23 1.23 0.00963 C 3.009 3.275 { { 0.01663 CS 3.526 3.562 3.561 3.558 0.01663 D 3.533 3.552 3.556 3.552 0.01263 C+CS+D 3.548 3.560 3.560 3.558 0.009Comparison of H I ux densities derived from deep CLEAN (106-iteration APCLN) and maxi-mum emptiness (300-500 iteration UTESS) deconvolutions of the NALO (naturally-weighted,low-resolution) images. Flux densities were measured by summing over the area used in thedeconvolutions (which was the same for UTESS and APCLN). UTESS/APCLN: residualsrestored with unit scaling. JvM: residual scaling per JvM, derived from CLEANs to 1� and0:5�; residuals were multiplied by 2.00 (CS), 1.30 (D), 1.73 (C+CS+D). No consistent scalingcould be derived for C con�guration. rms noise: statistical error estimate based on the dis-persion measured in blank regions, and the size of the region summed to give the quoted uxdensities. 19



Table 4. Flux Integrals: Single-dish vs. InterferometersTelescope Raw Flux Integral Corrected F.I.a Beam size Reference[Jy km/sec] [Jy km/sec] [arcmin]Jodrell Mk I 114 � 17 b | 17 x 13 Lewis and Davies 1973Jodrell Mk II 81:3� 8:6 c | 31 x 33 Lewis and Davies 1973NRAO 91m 59 d | 10 x 10 Dickel and Rood 1978Dwingeloo 25m 106 � 7 e | 36 x 36 Allen and Shostak 1979102:9� 2:1 f | 36 x 36 (new baseline)WSRT | 87:8 g ?? x ?? van der Kruit and Shostak 1984VLA D 67 � 3 h | 30 x 30 Dickey, Hanson, and Helou 1990VLA C 92:8� 0:3 i | 30 x 30 this workVLA CS 99:3� 0:3 i | 30 x 30 this workVLA C+CS+D 99:7� 0:2 i 102:1� 0:2 j 30 x 30 this workaFlux integral corrected for the antennas response (primary beam). For single-dish measurements we prefer-entially report only the observed ux density, as this correction is a very dicey matter, depending for instanceon the galaxy's size as a function of velocity.b1� error including baseline uncertainties, but otherwise unspeci�ed.c1� error including baseline uncertainties, but otherwise unspeci�ed.dNo error quoted.eError is dominated by 7% error in absolute ux scale.fThis is the ux integral found by �tting a linear baseline to the regions the VLA spectrum suggests arefree of emission. The 1� error reects our estimate of the thermal noise alone (see text), presumed to add inquadrature.gNo error estimate was given.hIt is not clear whether this ux has been corrected for primary beam attenuation, though our best guess isnot. Similarly the nature of the quoted error is unclear.i1� error reecting map noise alone (presumed to add in quadrature within the images and from channel tochannel).jUncorrected 1� error scaled by the ratio of corrected to raw ux. This is probably an underestimate butthe primary beam correction leads to map noise which depends on position, making correct noise computationdi�cult. The rms noise quoted here is consistent with the distribution of ux densities measured in the primary-beam-corrected, line-free channels, with those again assumed to add in quadrature when summing over velocity;this gives 1� � 0:14 Jy km/sec.Table 4: Comparison of HI ux integrals for NGC 1058 measured by single dishes and inter-ferometers. 20



NGC 1058, channel 63
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2Figure 1: Comparison of the uv-coverage obtained from the C, CS, and D con�guration ob-servations. These have been scaled to have roughly the same total number of points plotted;the observations covered �6, �4:5, and �5:5 hours about the meridian in the C, CS, and Dcon�gurations, respectively. Note the high concentration of short spacings in the CS comparedto the C con�guration. 21



Figure 2: The density of data in the uv-plane as a function of radius for the C, CS, and Dcon�gurations, obtained as the Fourier transform of the naturally-weighted dirty beam. Theresolution is 48.4 wavelengths. 22



Figure 3: Azimuthal averages of the ux densities after deconvolution of the combinedC+CS+D con�guration robustly-weighted images of the channel centered on 520.6 km/sec.The noise level is about 0.5 mJy/beam. The solid line, identical in each panel, shows theresults of a deep APCLN (to 0.01 mJy/beam); the dashed line shows the results of an unboxedVTESS, with the labels indicating the required noise �ts. All models were convolved withthe beam given by APCLN (15.44x13.52 arcsec), and residuals were restored with no scaling.VTESS was run to completion, taking between 20 and 50 iterations; further iteration did notqualitatively change the resulting images. VTESS deconvolved the entire inner quarter of themaps, which included the entire radial range illustrated here. This particular APCLN used asingle box, but the results for an unboxed APCLN were indistinguishable in these plots.23



Figure 4: Residuals of boxed deconvolutions of the robustly-weighted, C+CS+D con�gurationimages of channel 63, centered on 520.6 km/sec. The noise level is about 0.5 mJy/beam. Thesolid line corresponds to a deep APCLN (to 0.01 mJy/beam); the dashed line represents aVTESS run (past convergence) to 30 iterations, with a required noise level of 0.3 mJy/beam;while the dotted line shows a UTESS run with the same noise level, to convergence at 439iterations. The top panel shows the azimuthally-averaged ux densities, while the bottompanel shows those ux densities divided by the correspondingly averaged total (model plusresiduals) ux densities. The zeroing of all but the APCLN line in the top panel beyond620 arcsec corresponds to the edge of the single box used, while the bottom panel is arti�ciallylimited to radii less than 420 arcsec to make the �gure easier to read. The top panel shows thesystematic residuals left by both VTESS and UTESS, with the latter doing a much better jobbut still unable to zero the residuals; the panel below illustrates the fractional level of theseresiduals within the emission region, about 5% for VTESS and a factor 10 lower for UTESS.The total residual ux density is about 5.5 mJy for UTESS and around 210 mJy for VTESS,compared with a total ux density of about 3600 mJy.24



Figure 5: Comparison of boxed APCLN and UTESS for the robustly-weighted, C+CS+Dcon�guration images of channel 63, centered on 520.6 km/sec. The noise level is about0.5 mJy/beam. The solid line shows the residuals from a deep APCLN (to 0.01 mJy/beam);the dashed line shows the residuals of UTESS with the noise set to 0.3 mJy/beam, run to con-vergence at 439 iterations; while the dotted line shows the di�erence between the �nal (modelplus residuals) UTESS and APCLN images. This �gure again shows azimuthal averages of theux densities. On a beam-per-beam basis the results are e�ectively identical.25



Figure 6: Flux density in CLEAN components, and fractional error. as a function of theAPCLN ux limit and number of iterations (NITER). The plots shown here are for the NALO(naturally-weighted, tapered, low-resolution) (� 55 arcsec) images made from the combinedC+CS+D data set; see Fig. 7 for a comparison with the larger high-resolution images. Thefractional error is calculated assuming the deepest CLEAN recovers the correct total uxdensity. The vertical dashed line indicates the noise level outside the region with emission(1� � 0:5mJy=beam), which is consistent for all channels. The channels shown are (in orderof increasing HI size and total ux density) channels 48, 49, 50, 53, 56, 58, and 63; channel49 is excluded from the fractional error plots because it was not CLEANed as deeply as theothers. The same order (top-to-bottom ! high-to-low channels) is preserved in the fractionalerror plots, with two exceptions: (1) channel 48 wanders up and down, reecting the decreasein CLEAN ux between � 100 and a few thousand components; (2) channel 63 shows a muchsharper improvement in fractional error as a function of the number of iterations than do theother channels. 26



Figure 7: The usefulness of scaling the residuals, for the full-resolution, robustly-weightedimages. The upper plots show the total ux density in the deconvolved region of the �nal image,and the corresponding fractional error (assuming the deepest CLEAN to be perfect). The lowerplots show the mean and the rms dispersion in the \error" maps, calculated as the di�erencebetween each image and the deepest CLEAN map with standard (no scaling) residuals restored.All except the NALO-cc curves refer to the full-resolution, robustly-weighted images. The CCcurves refer to CLEAN components only (no residuals added); the CLN curves refer to thestandard CLEAN images (residuals added, no special scaling); \best" curves correspond toimages made with the residuals scaled to minimize the median of the di�erence between theimage and the \truth" (deepest CLEAN) image; JvM refers to images with residuals scaledaccording to the JvM algorithm, intended to give the correct total ux density; and NALO-ccrefers to the CLEAN components from the NALO (tapered, low-resolution) images, and isincluded mostly for comparison with Fig. 6. Note that the CC ux is consistently a factor � 2worse than the CLN estimate, in terms of the fractional error; this corresponds (as of course itmust) with the JvM scaling factor.(a) Channel 63. 27



(b) Channel 56.
28



Figure 8: Comparison of single-dish and interferometric HI spectra. Velocities are heliocentricand calculated using the optical convention. VLA ux densities were measured o� deeplyCLEANed (0.05�), NALO images with (unscaled) residuals restored, and corrected for theVLA's primary beam response.(a) Top panel: HI spectra from the Dwingeloo 25m (solid line and squares; Allen and Shostak1978), the WSRT (dotted line and crosses; van der Kruit and Shostak 1984), and thecombined VLA C+CS+D con�gurations (dashed line and circles). The velocity resolu-tions are 8.2, 8.25, and 2.59 km/sec, while the data are sampled every 4.13, 4.12, and2.59 km/sec, respectively. A linear baseline has been removed from the 25m data. Typ-ical 1� errors are �62 mJy for the 25m and �9 mJy for the VLA, while no error wasquoted for the WSRT. Zero ux density is indicated by the solid horizontal line.(b) Middle panel: The di�erence between the VLA and 25m spectra, with the latter inter-polated linearly to the VLA resolution. The solid horizontal line shows zero ux density,while the dashed lines represent �3� (�188 mJy). Note that the errors are expected tobe correlated over the resolution of the single-dish data, 8.2 km/sec = 3.2 VLA channels.(c) Bottom panel: The di�erence spectrum from the middle panel, expressed as a fraction ofthe interpolated single-dish ux density. The solid horizontal line again corresponds to0. 29



Figure 9: HI spectra from C, CS, and C+CS+D con�gurations. Velocities are heliocentricand calculated using the optical convention; ux densities have not been corrected for theVLA's primary beam response. All ux densities are taken from deeply CLEANed (0.05�)NALO images with (unscaled) residuals restored. The velocity resolution and sampling areboth 2.59 km/sec.(a) Top panel: The HI spectra, with the con�gurations as indicated. 1� noise levels areroughly 16.6, 14.5, and 8.8 mJy for the C, CS, and C+CS+D con�gurations respectively.The solid horizontal line indicates 0 Jy.(b) Middle panel: Di�erence between the C and CS con�guration spectra and the C+CS+Dcon�guration spectrum. The solid horizontal line indicates 0 Jy, while the dashed anddotted horizontal lines show �3� for the C and CS con�guration di�erence spectra re-spectively (�56:4 mJy for C, �50:9 mJy for CS con�guration).(c) Bottom panel: The di�erence spectrum from the middle panel, expressed as a fraction ofthe C+CS+D con�guration spectrum. These spectra are truncated outside the velocityrange 475 to 555 km/sec for clarity. The solid horizontal line again corresponds to 0.30
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N1058 C+CS+D configs. channel 63: CLN, 30asec res.
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N1058 C  config. channel 63: difference of CLN, 30asec res.
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N1058 CS config. channel 63: difference of CLN, 30asec res.
0 10 20 30 40

RIGHT ASCENSION (B1950)
02 41 00 40 45 30 15 00 39 45

37 16

14

12

10

08

06

04

02Figure 11: Comparing the con�gurations: grey-scale/contour plots of the di�erences betweenthe deconvolved C and CS con�guration images and those from the combined C+CS+D con-�gurations for the HI in a single channel centered on 520.6 km/sec. Images, contours, andgrey-scales as in Fig. 10.(a) C con�guration di�erence image. The mean ux di�erence over the galaxy is�1:7 mJy/beam, with an rms of 1.3 mJy/beam; in regions free of emission and wellaway from the negative bowl, the mean di�erence is consistent with zero, with an rms of0.5 mJy/beam.(b) CS con�guration di�erence image. The mean ux di�erence over the galaxy is0.02 mJy/beam, with an rms of 1.1 mJy/beam; well away from the emission the meandi�erence is 0.04 mJy/beam over a similar area, with an rms of 0.94 mJy/beam.32



Figure 12: Comparing the con�gurations: histograms of the di�erences between the C/CSand C+CS+D con�guration images for the HI in the channel centered on 520.6 km/sec. Dataare as described in Fig. 10. The C con�guration data are shown with a dashed line, theCS con�guration data with a solid line, and the dotted vertical line represents 0 mJy/beam.The histograms are over the areas shown in Fig. 10, giving a total of 64009 pixels (1004.230-arcsec beams). The mean of the C con�guration histogram is �1:6mJy=beam, and thedispersion is 1:3mJy=beam; both are signi�cantly di�erent from the pure-noise case. Thecorresponding �gures for the CS con�guration data are 0:02 and 1:1mJy=beam, consistentwith thermal noise centered on 0mJy=beam. 33



Figure 13: Comparing the con�gurations: azimuthal averages over rings centered on the cen-troid of the C+CS+D con�guration image (which corresponds fairly well to the geometriccenter of the emission). As usual we plot the results for the channel centered on 520.6 km/sec.These are taken again from the robustly-weighted images, CLEANed to 0:05�, the CLEANcomponents restored with the beam given by APCLN with (unscaled) residuals added, and theresult convolved this time to a common 15.44x13.52 arcsec resolution (set by the C+CS+Dcon�guration beam).(a) Azimuthally-averaged ux densities as a function of radius. The dashed, solid, and dottedlines show the results for the C, CS, and C+CS+D con�guration images, respectively;the open circles also represent CS con�guration data. Once again note the agreementbetween the CS and combined con�gurations, while C con�guration is low throughoutthe emission region. The noise level increases towards small radii because the number ofpixels entering into the averages is reduced.(b) The di�erence between the azimuthally-averaged ux densities for the single and forthe combined con�gurations. The dashed line represents the di�erence between C andC+CS+D con�guration data; the solid line and open circles shows the di�erence betweenCS and C+CS+D. The noise increases towards smaller radii as in (a). The CS con�gu-ration are consistent with the combined C+CS+D con�guration data within the thermalnoise, while the C con�guration shows the classic negative bowl due to missing shortspacings. 34



Figure 14: Comparing the con�gurations: VTESS images. As �g. 13 but for (boxed) VTESSrather than APCLN images. (a) Azimuthal averages, (b) azimuthal averages of di�erenceimages. VTESS has inverted the C con�guration bowl but has not changed its magnitude.
35



N1058 C  config. channel 48: NALO dirty map
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N1058 CS config. channel 48: NALO dirty map
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N1058 C+CS+D configs. channel 48: NALO dirty map
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02Figure 15: Comparing the con�gurations: dirty maps of edge channels. These images are basedon the tapered, naturally-weighted data, which should give the best sensitivity to large-scalestructures by giving maximum weight to the shortest spacings. All maps are contoured log-arithmically at �2:828n=2 times 0.6 mJy/beam, for n = 0, 1, 2, : : :Gaussian �ts to the dirtybeams are shown in the lower left corner of each plot, and are 43.7x39.8 arcsec at �66:1�,55.3x46.7 arcsec at 81:6�, and 53.7x46.9 arcsec at �83:2� for the C, CS, and C+CS+D con�g-urations, respectively.(a) Channel 48, centered on 559.4 km/sec. Here the greyscale ranges from 0 to 5mJy=beam.C con�guration loses the larger-scale emission, distorting the character of the emissionregion. 36



N1058 C  config. channel 50: NALO dirty map
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N1058 CS config. channel 50: NALO dirty map
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N1058 C+CS+D config. channel 50: NALO dirty map
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02(b) Channel 50, centered on 554.2 km/sec. Here the greyscale ranges from 0 to 12mJy=beam.The \skirt" surrounding the outermost C+CS+D con�guration contour is due to thewings of the naturally-weighted beam. Once again C con�guration qualitatively mis-represents the emission, while CS con�guration while noisy retains the overall size of thesource and the presence of a central bright spot.37
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C+CS+D config.Figure 16: Comparing the con�gurations: six sample channels of the CLEANed NALO images,convolved to 60arcsec resolution. Left-hand column is C, middle column CS, and right columnC+CS+D con�guration. The channels are labeled on the left-hand side; see Table 2 for furtherinformation. All maps are contoured logarithmically at �2:828n=2 times 0.6 mJy/beam, forn = 0, 1, 2, : : :The gray scale ranges from 0 to 110mJy=beam. The rms noise in emission-freeregions is � 1:1, 1:0, and 0:6mJy=beam for the C, CS, and C+CS+D con�guration images,respectively.(a) Channels 48, 50, and 53. The blotchiness of the C/CS images is due to the deep CLEAN.38
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