
MMA Memo 178: E�ects of Pointing Errors onMosaic Images with 8 m, 12 m, and 15 m DishesM.A. HoldawayNational Radio Astronomy Observatory949 N. Cherry Ave.Tucson, AZ 85721-0655email: mholdawa@nrao.eduAug 7, 1997AbstractTo better understand the tradeo�s involved in the various LSA-MMA collaborative arrays underdiscussion, we have revisited the e�ects of pointing errors on mosaic images. First, we investigate therelative impact of various types of systematic and random pointing errors on imaging, and �nd thatsystematic errors are 4-10 times more detrimental than random errors. We also investigated a simplepointing self-calibration algorithm that solves for an array-wide pointing error as a function of time,but it fails unless a bright compact source is in the �eld.However, one can argue that the systematic pointing errors should be calibrated out for the MMA.For the purposes of mosaicing, pointing drifts which are linear in time and the same for all antennas(such as may be induced by thermal e�ects) can be back-interpolated during post processing todetermine the actual mean pointing position of the array. The pointing errors are then dominated bywind-induced pointing errors, which are assumed to be highly time variable but systematic across thearray, and random residuals from the removed pointing drift. Using this new pointing error model,we investigate the e�ects of pointing errors on mosaic imaging with arrays of 40 8 m antennas with1 arcsecond errors, 27 12 m antennas and 60 12 m antennas with 1 arcsecond errors, and 35 15 mantennas with 1.5 arcsecond errors. We �nd that the 8 m antennas mosaic pretty well even into thesubmillimeter, the 12 m antennas don't do as well and begin to fail in the submillimeter, and the15 m antennas do a poor job mosaicing even at frequencies as low as 230 GHz. With our pointingerror model, which is dominated by wind-induced errors assumed to be the same for each antenna,there is little di�erence between the imaging quality of an array of 27 antennas and 60 antennas.Adding typical phase errors to the observations does not change the results as the imaging is limitedby pointing errors.1 IntroductionOn June 25 and 26 of 1997, European representatives of the LSA project met with representatives ofthe MMA project to discuss the possibility of building a single collaborative array. In addition to aresolution which stated the goal of working towards a single array, we also agreed to study two di�erentarray design concepts: a homogeneous array with 50-60 12 m antennas pointing to 1 arcsecond rms, and aheterogeneous array consisting of both 40 8 m antennas pointing to 1 arcsecond and 25-35 15 m antennaspointing to 1.5 arcsecond. One of the central questions in deciding which collaborative array concept toproceed with is how well the various options will mosaic.Mosaicing capability will be very important for any millimeter wavelength telescope because theprimary beam will generally be smaller than the size of many of the telescope's targets. The primary1



beam will be about 2000 �=1mmD=10m; (1)and objects larger than this size will require mosaicing. Most nearby galaxies and many objects in ourown Galaxy will be larger than 2000, and will therefore require mosaicing.There are various ad hoc requirements for antenna pointing and surface accuracy for the highestobserving frequency for generic single pointing interferometry at; typically, pointing must be 1/10 of abeam width or better, and surface errors must be 1/16 of a wavelength or better. These requirementsare generally based on sensitivity arguments, and if one is willing to put up with poorer sensitivity,these requirements can be relaxed somewhat. Cornwell (1988) and Cornwell, Holdaway, and Uson (1993;hereafter CHU) point out that mosaicing requires much more stringent pointing and surface speci�cationsto obtain good image quality, as there is generally a lot of emission far out in the primary beam where thebeam pattern is changing very quickly with position, and any pointing errors or unmodeled beam-shapeerrors will cause the visibilities to mis-measure the ux; when two di�erent visibilities disagree on howmuch ux belongs to a feature, they split the di�erence and scatter ux in the reconstructed image. CHUpredict that image quality will be inversely proportional to the rms pointing error as a fraction of a beam.However, this semi-analytical approach cannot address the complex nature of pointing errors, which willhave both systematic and random components, so CHU also presented a set of simulated MMA mosaicobservations for a range of pointing errors, which veri�ed the general shape of the semi-analytical result.Our understanding of the antenna and its wind-induced and thermal-induced pointing errors hasimproved a lot in the last few years. Also, the MMA's highest expected frequency has jumped from345 GHz to 850 GHz, further straining the MMA pointing speci�cation. And �nally, there is considerablepressure among various factions both within and outside the US to push the MMA antennas towardslarger dish diameter to improve sensitivity, even at the peril of mosaicing capability. Hence, it is time torevisit the e�ects of pointing errors on mosaic images for the MMA.In this memo, we investigate the mosaic image quality which is possible with homogeneous arrayswith 8 m, 12 m, and 15 m dishes. In addition to the homogeneous arrays, we would also like to knowhow well the heterogeneous array with both 8 m and 15 m dishes will mosaic. We have demonstratedin MMA Memo 177 (Holdaway, 1997a) that the existing non-linear mosaicing algorithm can make goodimages from heterogeneous array data, including visibilities which cross-correlate antennas with di�erentdish diameters. However, the software for simulating pointing errors with two di�erent voltage patternson a given baseline has not yet been implemented, so the full heterogeneous array mosaicing comparisoncannot be done at this time. However, we can infer something of the quality of mosaics made by an arraywith 8 m and 15 m dishes based upon our 15 m dish simulations presented here.2 Pointing Error Simulations2.1 Systematic and Random Pointing ErrorsCHU used a pointing error model with approximately equal contributions from systematic and randompointing errors, but never investigated the e�ects of the systematic or random pointing errors alone.For this work, we look at each of the four types of pointing error included in the CHU pointing model:global pointing errors, which are common to all antennas and are time independent in the AZ-EL frame;drift pointing errors, which are common to all antennas but drift linearly with time in the AZ-EL frame;random 1 pointing errors, which are random among antennas, but are time independent in the AZ-ELframe, and random 2 pointing errors, which are random among antennas and change randomly witheach integration as well. Table 1 shows the dynamic range and image �delity for each of these types ofpointing errors for an example simulation of a 25 pointing mosaic at 345 GHz with 200 pointing errors and8 m antennas. From these results, we see that the systematic global type pointing errors have an impacton mosaic image quality which is 4-10 times worse than the impact of purely random pointing errors.Clearly, the details of the pointing error model used in our mosaicing simulations is very important, anda new model with a more realistic treatment of systematic pointing errors must be developed.2



Table 1: Image dynamic range and �delity index for four di�erent simple pointing error types. Global isa constant pointing o�set shared by all antennas, drift is a linear pointing drift shared by all antennas,random 1 is random among antennas but constant in time, while random 2 is random in both antennasand time. Pointing Dynamic ImageError Range FidelityTypeGlobal 83 8.05Drift 149 12.88Random 1 398 24.72Random 2 805 37.392.2 Pointing Self-CalibrationSince pointing errors which are common to all antennas are the most damaging sort of pointing error,there is some hope that we can overcome their e�ects. If these systematic pointing errors are constantin time, they can be corrected for via standard pointing calibration. If there is a linear drift in thesystematic pointing error with time, we will be able to interpolate the pointing values between standardpointing calibrations and perform the mosaicing with the more correct pointing positions. And if thereare array-wide pointing errors which vary quickly with time in a more complicated manner, we may stillbe able to perform pointing self-calibration to solve for these errors.The general case of solving for antenna-dependent, time-dependent pointing errors will be verycostly in cpu time, and the subsequent task of forming a mosaic image from the data and the deter-mined pointing errors will be equally demanding. However, performing a limited pointing self-calibrationwhich solves only for the systematic pointing error at each solution interval will be fairly cheap, andforming a mosaic image considering the corrected pointing positions will only increase the computationalrequirements by a factor equal to the number of independent solution intervals per mosaic pointing.We have performed some preliminary work on this simple approach to pointing self-calibration.For a complicated object which �lls the beam, one probably cannot determine the pointing errors fromthe visibilities, but must work in the image plane. The pointing errors must then be determined bycomparing an estimate of the true sky brightness distribution (ie, the mosaic image obtained from allof the pointings, as each feature in the image will be close to some pointing center) after the primarybeam has been applied at the supposed pointing position, and the individual pointings' images. Thedi�erences in these images, especially at the individual pointing's primary beam's edges, will provide theinformation required to solve for a systematic pointing error. However, the mosaic image will includeall spatial frequencies, while the single pointing will have only the high spatial frequencies. Hence, alimitation on the success of this type of pointing self-calibration will be the ability to make a good, highSNR image using just the high spatial frequencies. In other words, if there is a \bright" point source inthe �eld, pointing self-calibration will work �ne. If, on the other hand, the structure is more \wooy"with structure on all spatial scales, restricting the imaging to the high spatial frequencies will result inimage artifacts which will limit the accuracy of the pointing estimation. This pointing self-calibrationalgorithm will be discussed more quantitatively in a future MMA Memo.2.3 Thermal-Induced Pointing ErrorsIn most cases, thermal e�ects will result in pointing errors which vary slowly and smoothly with time.If uncorrected, the thermal-induced pointing errors would probably fall between the global and the drifttype pointing errors, about as severe as they come. However, the antenna group has estimated thatpointing calibration once every 30-60 minutes should keep the thermal-induced pointing errors below1 arcsecond at all times except perhaps during the times when the temperature is changing most rapidly3



around sunrise and sunset. If the thermal-induced pointing errors are dominated by a linear drift whichis similar for all antennas, we can interpolate the pointing solutions in time and use the corrected arraypointing positions at the imaging stage. Finally, the most demanding mosaics will be performed at nightwhen both thermal gradients and wind speeds are at a minimum. At this point, we can dismiss thermal-induced pointing errors as well behaved and easily treatable, and we turn our attention to wind-inducedpointing errors.2.4 Modeling Wind-Induced Pointing ErrorsIn MMA Memo 159, Holdaway et al. (1996) calculated the e�ects of typical wind uctuations at theChajnantor site on antenna pointing, assuming that the wind-induced and random pointing errors aregiven by p(v) = pv�(v=v�)2; (2)where v� is a reference wind velocity (9 m/s) at which dynamical antenna simulations have been carriedout, and pv� is the typical pointing error at v� = 9m=s as determined by the dynamical antenna simula-tions (3.005). In addition to the wind-induced pointing error, there is a random pointing error of about 0.007due to the general opiness of the antenna. These two terms add in quadrature in the formal calculationof an rms pointing error, but the wind-induced term will be largely systematic among the antennas (buthighly time-variable) and hence much more damaging to the imaging than the random component willbe1. Analyzing the wind uctuation data in this way, Holdaway et al. (1996) found that the residualwind-induced pointing errors after frequent pointing calibration (ie, once every 10-20 minutes) could bereduced to about 0.25 - 0.5 of the \blind" (ie, without pointing calibration to account for the wind)pointing values.In the present work, we performmosaic simulationswith wind-induced pointing errors as calculatedfrom Equation 2 and typical wind speed and direction time series. The one hour wind time series waschosen to have an average wind speed of 8 m/s (the median daytime wind speed; night time winds areless severe), and to have an inferred rms pointing error after half hour pointing calibration which wastypical of other one hour wind time series with average wind speed between 7.5 and 8.5 m/s. The windspeed and direction time series are shown in Figure 1.We assumed the wind velocity rotated the antenna's dish in the direction of the wind, and thisantenna motion is then converted into azimuth and elevation pointing errors, which are shown in Fig-ure 2 a. We then assumed that the initial wind-induced pointing was calibrated via a standard 5 pointobservation over the �rst 60 s of the wind time series. The resulting residual wind-induced pointing errorsare about 0.008 for our median day time wind time series, and are shown in Figure 2 b. The character ofthese rapidly uctuation pointing errors, assuming they are the same for all antennas at any given time,is not as severe as the drift pointing errors, and perhaps a bit more severe than the random 1 pointingerrors (in which all antennas had di�erent constant errors) for mosaics in which each pointing is observedonce, and probably less severe than random 1 pointing errors if each pointing is observed multiple times.2.5 Results from Wind-Induced Pointing Error SimulationsWe have performed simulated mosaic observations with compact arrays with 1.28 D minimum antennaseparations representing portions of the LSA/MMA collaboration possibilities:� a 40 element array of 8 m antennas with 1.1 arcsecond rms pointing errors� a 60 element array of 12 m antennas with 1.1 arcsecond rms pointing errors1The wind induced pointing error will actually not be as systematic as our simulations will assume. E�ectively, we areassuming that the wind gusts will be the same for all antennas as a function of time. However, the wind's turbulence willvary with position across the 70-80 m array, and the antennas will shield each other in di�erent ways, both randomizingthe e�ects of the wind. 4



� a 27 element array of 12 m antennas with 1.1 arcsecond rms pointing errors. If we decide upon thehomogeneous array approach and started building 12 m antennas, it is possible that the Europeanswould not get their funding, and we would end up building approximately half of the 60 plannedantennas.� a 35 element array of 15 m dishes with 1.5 arcsecondIn order to reliably compare images from the di�erent simulated arrays, we have tapered the resolution ofall mosaics to the resolution of the smallest array, the 40 element array of 8 m antennas. The simulationsare made with the standard mosaic simulation source, an H� image of an HII region in M31 in theSDE software package. To cover the object, the 8 m dish required 25 rectangularly Nyquist sampledpointings, the 12 m dish required 49 pointings, and the 15 m dish required 81 pointings. The integrationtime per pointing per raster was 20 s. The total observing time was held approximately equal for thedi�erent arrays at about 30 minutes, which permitted only one raster of pointings for the 15 m dishes, tworasters of pointings for the 12 m dishes, and three rasters of pointings for the 8 m dishes. Each elementalso collected total power data, spending 1/4 as much time on the total power measurements as on theinterferometer measurements. Simulations were performed at 230, 345, 490, 650, and 850 GHz. Forthese simulations, the model image was kept the same size in numbers of pixels and numbers of pointingsrequired to span the model, which means that the angular size of the model shrank with increasingfrequency and resolution.The details of the simulation results will depend upon the model source used, and it is our planto perform more simulations on di�erent sources in the future.The pointing error model included three components:� The pointing error model is dominated by the wind-induced pointing errors of 0.8 arcsecond rms,which are shown in Figure 2 b. (For the 15 m antennas, we scaled these errors up to 1.3 arcsecond.)We assumed that the wind-induced pointing errors are the same for all antennas at a given time.This will not be strictly true, as there will be some wind shadowing of adjacent antennas anddi�erences between the wind experienced by antennas on opposite sides of the array. However,given that the array is compact (about 100 m or less) and the wind crossing time is small, allantennas will experience the biggest gusts at about the same time, and the imaging will be mosta�ected by these big, systematic pointing errors. So, reality will be a bit less severe than thesesimulations.� The most damaging type of pointing errors, the global (ie, constant among all antennas for alltime) and the drift (ie, constant among all antennas and slowly changing with time) have not beenincluded in our pointing error model. We assume that such errors can be calibrated out via frequent(ie, once every 30 minutes) pointing calibration. In the presence of slow pointing drifts, we canback-interpolate between two pointing calibrations to determine the actual pointing position ofmosaic pointings after they were made. This will add incrementally to the computation requiredto image high SNR mosaics: if multiple rasters of pointings are performed, each time we return toa given position on the sky and we back-interpolate for pointing corrections, the pointing positionwill be slightly di�erent and we will need to process it as a di�erent pointing, thereby increasingthe number of FFT's performed.� Pointing errors of 0.005 rms which are random among antennas but are constant with time (ie, random1 type pointing errors).� Pointing errors of 0.005 rms which are random among antennas and also randomwith time (ie, random2 type pointing errors). These two types of random pointing error contributions are intended torepresent residual pointing errors about the pointing calibration and the randomizing e�ects of windacross the array.Adding the pointing error contributions in quadrature, the 15 m dish su�ered from 1.5 arcsecond pointingerrors, while the other dishes su�ered from 1.1 arcsecond pointing errors. No other errors (such as thermal5



noise) were added. However, since at very high frequencies the mosaic image quality will be more limitedby surface errors than by pointing errors (Holdaway, 1992)The simulated mosaic data was imaged using the non-linear mosaic algorithm in SDE (ie, Cornwell,1988; Cornwell, Holdaway, and Uson, 1993) run out to 70 iterations to ensure that the images were notlimited by convergence problems. (Between 30 and 70 iterations, the �t improved by only a few percent.)2.6 Simulation ResultsImage quality was gauged by the� dynamic range, de�ned as the image peak divided by the rms of the entire o�-source region. Thedynamic range gauges the level of o�-source error, which is typically made up of emission whichhas been mis-imaged due to on-source errors leading to disagreements between data from di�erentbaselines or adjacent pointings, scattering ux through the image by the side lobes of the pointspread function.� median image �delity, de�ned as the median of the �delity image formed by the absolute value ofthe di�erence of the reconstructed image and the true image convolved by the clean beam, dividedinto the true convolved image, neglecting o�-source pixels. Since the model source is dominated byweak, extended emission, the median image �delity gauges the quality of the reconstruction of theextended emission.� �rst moment �delity, de�ned as the average of the �delity image (as de�ned above) weighted by thepixel uxes, neglecting o�-source pixels. The �rst moment �delity is a measure of the quality ofthe bright, usually compact, features in a reconstructed image. Since only the few brightest pixelsare dominating the �rst moment �delity, this quantity is much noisier than the dynamic range orthe median �delity as de�ned above.Plots of the dynamic range, the median �delity, and the �rst moment �delity, as a function offrequency for the 40 8 m, the 60 12 m, and the 35 15 m arrays are shown in Figures 3, 4, and 5respectively. The arrays with 8 m antennas are able to achieve much higher dynamic range mosaics inthese simulations than the arrays with 12 m or 15 m dishes. In dynamic range, there is little di�erencebetween the 12 m and 15 m cases, in spite of the larger pointing error of the 15 m dishes. The median�delity shows the three di�erent dish diameters separating out nicely, with 8 m about 50% better than the12 m, and 12 m more than twice as good as the 15 m, roughly as we might expect if the image quality isinversely proportional to the pointing error as a fraction of the primary beam. The �rst moment �delityindicates the 12 m array performs somewhat closer to the 8 m array, and the 15 m array performs verypoorly.We do not include results from the 27 12 m array, as these simulations produced dynamic rangesand �delities which were within 10% of the 60 12 m array. The similarity in the results can be understoodonce one remembers that the image quality is dominated by the wind pointing errors, which is assumedto be the same for all antennas for a given time. Hence, adding more antennas will not result in thepointing errors averaging down. This is a limitation of out current pointing error model.Contour maps with gray scale superimposed for the 8 m, 12 m, and 15 m mosaics have beenreproduced for the 230, 345, 490, and 650 GHz simulations and are shown in Figures 6 through 11. Thesemaps indicate that with 8 m antennas, pretty good mosaics can be made well into the submillimeter,probably better many have presumed. The appearance of the images simulated from the 12 m array arestill qualitatively good, though not as clean as the 8 m array produces. Finally, the 15 m array producesimages which are very poor, even for the 230 GHz case.2.7 Mosaics with Pointing Errors and Atmospheric Phase ErrorsExperiments at high frequencies would typically be observed during the good atmospheric conditions, andexperiments at lower frequencies would typically be observed during the poorer atmospheric conditions.6



We have estimated the typical atmospheric phase errors that an experiment at each frequency would faceby using the time allocation algorithms in MMA Memo 174 (Holdaway, 1997b). We have applied modelatmospheres, scaled to the severity of the supposed atmospheric conditions, to the mosaic simulationswithpointing errors, adding phase errors to the visibilities which increase with baseline length in a mannerconsistent with our site testing interferometer data. No phase calibration is assumed, as the arraycrossing time is very short for these compact mosaicing arrays. The simulated mosaic data was processedas described above. We �nd that in all cases, the image quality for simulations with both pointing errorsand appropriate phase errors is almost indistinguishable from the image quality for simulations withpointing errors alone. The details of the errors in the reconstructed image jump around a bit, but thestatistical nature of the errors is basically unchanged.ReferencesCornwell, 1988, \Radio-interferometric imaging of very large objects", A&A 143, 77.Cornwell, Holdaway, and Uson, 1993, \Radio-interferometric imaging of very large objects: implicationsfor array design", A&A 271, 697-713.Holdaway, M.A., 1992, MMA Memo 74, \Surface Accuracy Requirements for Mosaicing at MillimeterWavelengths".Holdaway, M.A., Foster, S.M., Emerson, D.T., Cheng, J., and Schwab, Fred, 1996, MMA Memo 159,\Wind Velocities at the Chajnantor and Mauna Kea Sites and the E�ect on MMA Pointing."Holdaway, M.A., 1997a, MMA Memo 177, \Sensitivity Comparisons of the Various LSA/MMA Collabo-ration Options."Holdaway, M.A., 1997b, MMA Memo 174, \How Many Fast Switching Cycles Will the MMA Make inits Lifetime?"
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Figure 1: A typical time series for wind speed and direction. This time series has an average wind speedof about 8 m/s, the day time median wind speed. 8



Figure 2: Pointing errors in Azimuth and Elevation infered from the wind velocity time series in Figure 1:a) inferred pointing errors without any pointing calibration have a 2.009 rms. b) if the an initial 60 s pointingcalibration is performed, the residual pointing errors are reduced to 0.008 rms.9



Figure 3: Dynamic range of simulated mosaic images as a function of frequency for arrays of 40 8 mdishes with 1.1 arcsecond pointing, 60 12 m dishes with 1.1 arcsecond pointing, 35 15 m dishes with1.5 arcsecond pointing. 10



Figure 4: Median �delity of simulated mosaic images as a function of frequency for arrays of 40 8 mdishes with 1.1 arcsecond pointing, 60 12 m dishes with 1.1 arcsecond pointing, 35 15 m dishes with1.5 arcsecond pointing. The median �delity is a measure of on-source errors and gives equal weight toall on-source pixels; since our model image is dominated by weak, extended emission, the median �delitymeasures the array's ability to image the extended emission.11



Figure 5: First moment �delity of simulated mosaic images as a function of frequency for arrays of 408 m dishes with 1.1 arcsecond pointing, 60 12 m dishes with 1.1 arcsecond pointing, 35 15 m dishes with1.5 arcsecond pointing. The moment �delity is a measure of on-source errors which weights each pixelby its ux, so it is a measure of the array's ability to image bright, compact features upon an extendedbackground. 12
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Figure 6: Mosaics from 40 8 m antennas, 230 and 345 GHz.
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Figure 7: Mosaics from 40 8 m antennas, 490 and 650 GHz.13



TEST      2.3000E+11 HZ   D=12M.230GHZ.1 
Plot file version   1  created 08-AUG-1997 09:18:44

Grey scale flux range=    -5.0    40.0 JY/BEAM 
Peak contour flux =  6.6764E+01 JY/BEAM 
Levs =  1.0000E+00 * (  -5.00, -2.00, -1.00,
-0.500,-0.200, 0.200, 0.500, 1.000, 2.000,
 5.000, 10.00, 20.00, 40.00)

D
E

C
L

IN
A

T
IO

N

RIGHT ASCENSION
00 00 03 02 01 00 23 59 59 58 57

-42 59 30

45

-43 00 00

15

30

0 10 20 30 40
TEST      3.4500E+11 HZ   D=12M.345GHZ.1 
Plot file version   1  created 08-AUG-1997 09:18:45

Grey scale flux range=    -5.0    40.0 JY/BEAM 
Peak contour flux =  6.2306E+01 JY/BEAM 
Levs =  1.0000E+00 * (  -5.00, -2.00, -1.00,
-0.500,-0.200, 0.200, 0.500, 1.000, 2.000,
 5.000, 10.00, 20.00, 40.00)

D
E

C
L

IN
A

T
IO

N

RIGHT ASCENSION
00 00 02 01 00 23 59 59 58

-42 59 45

-43 00 00

15

0 10 20 30 40

Figure 8: Mosaics from 60 12 m antennas, 230 and 345 GHz.
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Figure 9: Mosaics from 60 12 m antennas, 490 and 650 GHz.14
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Figure 10: Mosaics from 35 15 m antennas, 230 and 345 GHz.
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Figure 11: Mosaics from 35 15 m antennas, 490 and 650 GHz.15


