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CHAPTER II

INTERFEROMETRY AND APERTURE SYNTHESIS

Electromagnetic radiation is a wave phenomena, consequently in-

struments used to observe this radiation are subject to diffraction limi-

tations on their resolution. The angular limit, A, is given approxi-

mately by AS 6 D/A, where D is the aperture dimension and X is the

obscwrving wavelcngth; for radio work

- _____A - 140 B/cm)
min -arc [D/feet]

Thus the 300-foot telescope has a maximum resolution of 6' .arc at XAll cm,

whereas a 10-cm aperture optical telescope has a diffraction limit of 1"

are at optical wavelengths. (The same high resolution would require ap-

ertures 1-1000 km in diameter at radio wavelengths.)

To obtain high resolution at radio wavelengths, partially fill-

ed apertures of large diameter can be synthesized. For this, two tele-

scopes separated by a baseline B can be used to simulate the response of

a nearly circular annulus of diameter IB. The telescope pair is con-

figured in such a manner that it is best described as an interferometer

in the ordinary optical sense. By moving the telescopes to obtain inter-

ferometers of different spacings, annuli of different sizes can be simu-

lated. The results obtained on the various spacings can be added

appropriately to synthesize the response of a single telescope of very

large diameter, and thereby yield maps of high resolution. For example,

the interferometer of the National Radio Astronomy Observatory (NRAO) can
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be used. to synthesize an aperture of 2.,7-km diameter. At a wavelength of

3.7 cm, the resolution is 3" arc.

Because the synthesized aperture is not completely filled, but

rather consists of a series of elliptical annuli, the beam pattern used

S for the observations is complex. The beam can be described in terms of

a "main beam" of half-power width (HPW) which depends on the maximum di-

mensions of the aperture, and a complex series of "side lobes" which

arise mainly because the synthesized aperture is not filled. The response

of the sidelobes for the NRAO instrument can be of order 10-20% of the

main beam, depending on declination. Thus the maps produced by the aper-

ture synthesis technique do not lend themselves to quantitative interpre-

tation without careful analysis.

Since the present work depends heavily on results obtained

through aperture synthesis, it will be necessary to present the theory

of the method in some detail. Although the theory is mathematically com-

- lex, an intuitive understanding based on simple principles is possible.

The first sections of this chapter are devoted to a simplified description

of interferometry and aperture synthesis in order to understand the re-

Ssponse of an idealized instruiment to simple and complex sources. In

order to provide a suitable background for understanding the present ob-

servations, it is also necessary to understand observing problems which

arise in the case of the real (i.e., non-ideal interferometry).

In the later sections of the chapter we investigate . the effects

of noise and miscalibration. Finally, the process of constructing the

map and problems associated with its calibration are presented. All



discussion is illustrated by reference to the NRAO interferometer which

was used for the present observations.

Outline of Chapter II:

* A. General Principles

B. .Response to Complex Sources

C.discussion is illutrat Real Ieferen e to thenterferometer

D. Error Analysis

E. Constructing and Interpreting the Maps

A. GENER4L PRINCIPLES

An ideal interferometer consists of two identical telescopes

joined by equal lengths df cable into a multiplier where the noiseless

signals from both telescopes are multiplied (correlated). The ideal source

is a stationary, monochromatic point source at infinity. We shall later

relax some of these assumptions. The discussion which follows in this

section has used for close analogy in the case of the optical, double-slit

interferometer.

The ideal interferometer is shown schematically in Figure II.1.

cific coordinate system used to describe is not important and will be

1e

."~~~~ A.~~2--'~~ GEEC RNILS, "• :

•~ o . 2r .. ... .
. ... , ., , . .. ,,

= V cos (2rr ft)
01

V2 = V cos (2n ft +4).
2 02

* In the discussion which immediately follows, it is assumed (but is not
-essential) that the reader is familiar with the response of the elec-
tronics typically found on single-dish telescopes.
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A14= B COS 8

B= D/X

2

LOW- PAS
FILTER

OUTPUT

Figure 1.1. The idealized interferometer.

Bsin 8
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vhere A is the effective area of the antenna, e is the strength of the

Aincoming signal, G is the amplifier power gain, f is the observing frequen-

cy, 701 and V02 are the output voltages (assumed to be equal), and the

1/2 arises because we measure only one polarization. = 2w AZ/X is the

lag of the signal from Telescope 2 arising because the path length from

2 Is greater by an amount t B cos 0 w.here s a. unit vector in the

Sdirection of the source, and we let the magnitude of a vector "x" be

represented by tx". The RF signals are mixed by a common local oscilla-

tor to obtain the IF signals which are then multiplied in the correlator.

- The multiplier output M is thus given by

2M= VV =V cos (2n f t) cos (2n f t+ 1 2 o IF IF

= 1/2 V 2 [cos + cos {2 (2 fIF)t + #}].

The second term is a high-frequency signal which is rejected by the low-

pass filter whose output R is thus proportional to -V 2 cos (2 1AZ/A).
0

If the source were stationary with respect to the baseline, this output

would be a constant; however, because the source (as seen from the base-

line) appears to move as the earth rotates, AZ changes by many wavelengths

and.the output varies.nearly sinusoidally resulting in the character-

istic "fringe" pattern (each fringe results from a change in AZ of one

wavelength). The amplitude of the fringes is directly proportional to

S-the source strength S, where S is the radio'flux density of the source,

(I11.1)
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"This is the first fundamental equation of interferometry. Examples of

fringes are shown in Figure 11.2.

The interferometer response can be alternately pictured as a set

of fixed sinusoidal lobes which are parallel but not quite equally spaced

(the spacing is discussed below). The "comb" of lobes are schematically

shown in various aspects in Figures II.3a, 3b, and 3c. Sources move

through the comb as the earth rotates. The paths of sources at 6 = 00,

300, and 60 are shown.. Also indicated is the tracking limit of the tele-

scopes at hour angles of + 6h. Note that the total number of lobes in

the sky it 2B, where B is measured in wavelengths. This follows since

These lobes are not a property of the individual antennae, but

only of their relative placement and their orientation with respect to

the instantaneous direction of the source. To repeat, fringes are a re-

sult of the changing source-baseline geometry. They are independent of

the observing frequency if is measured in wavelengths. The primary

antenna patterns of the single dish telescopes do not directly enter in-

to the fringe pattern, but merely select a region of the sky over which

radiation from sources moving through the lobes can be observed. Thus

the individual antennae must track the source.

The lobe separation is the angular separation of adjacent lobe

maxima, . AGe is determined by the condition that 2 B cos 0 changes

by 2ur. Let 0 and 02 be two angles for which B cos 0 changes by unity;

that is,

.2 e1+ AO

2n B (cos 0 -- cos 8) = 2
2



16
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Figure II.3a. Lobe-source geometry viewed from the NE end of the
baseline. The paths of sources at declinations of
00, 300, and 600 are indicated.
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Figure" I.3b. Lobe-source geometry viewed from the baseline ieridian.
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Figure II.3c.. Lobe-source geometry viewed from the SW end of the

baseline.
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Then

(11.2) . radians

. B sin 8 x .

which is the second basic equation of interferometry. Bx . is the com-

ponent of the baseline which is perpendicular to the direction of the

source. That is, as seen by the source, the lobe separation A8 is de-

termined by the projected baseline length. The orientation of the lobes

is always .perpendicular to the projected baseline. Therefore, to the

source, the lobes appear to rotate as the earth's rotation causes the

baseline orientation to change (see, for example, Figure 11.3c).

The minimum lobe separations (i.e., those available at the in-

strumental meridian where the effective baseline is the true baseline)

are shown in Table II.1 for an observing wavelength of 11.1 cm on the

NRA0 interf erometer.

TABLE II.1

Baseline (100 meters) 1 2 3 4 5 6 7 8

Lobe separation 3!8 1!9 1:3 57" 46" 38" 33" 28"

Baseline (100 meters) 9 12 15 18 . 19 21 24 27

Lobe separation 25" 19" 15" 13" 12" 11" 10" 8"5

When sources pass through the meridian of the baseline (bm), then

the effective baseline, and thus the number of fringes traversed per unit

time is a maximum. Also, the lobe separation is a minimum. When the

source crosses over the end of the baseline (called crossover), the

baseline projection goes through a minimum. In addition, the source is

o".
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moving in a direction which is instantaneously parallel to the.lobes, so

S " no lobes are traversed, and the fringe rate instantaneously drops to zero.

See Figures 11.2 and II.3c.

Let us view the baseline from the source in order to define some

important new variables. Imagine an observer fixed on the source who

sees the baseline change below him. as the earth rotates. The baseline,

projected onto his sky, ascribes a smooth curve. He can measure an east-

west and north-south component of the instantaneous baseline projection;

call these u and v. The geometry is shown in Figure 11.4. As the earth

rotates, the baseline "turns" and u and v change. For sources nearly

overhead, the ends of the baseline describe almost circular paths. These

paths, for sources at different declinations, are shown in Figure 11.5

fora possible baseline of the NRA0 interferometer. The abscissa is u

and the ordinate v. The baseline itself is shown in Figure II.6. Indi-

: cated on the figure are the possible telescope positions. Telescope

separations of 1, 2, 3, 4, 5, 6, 7, 8, 9, 12, 15, 18, 19, 21, 24, and 27

hundred meters are possible. In Figure II.7 all the available projected

baselines that can be seen by sources of different declinations are dis-

played. Ten divisions on the grid correspond to 25,000X at X11.1 ca,

.and 75,000X at X3.7 (the observing wavelengths of the NRA0 instrument).

The graphs of Figure i1.7 indicate all the spacings that a

source at one of the declinations can see. This statement meafis exactly

the same as the following: . .

The aperture which can be synthesized .for the

observation of a source at any declination is the sum

total of all projected baselines as plotted in the

u,v plane.



z(North Pole)

U

y (West)

x (South)

Figure II.4. Definitions of the (x,y,z) and (u,v) coordinate systems.
The ground plane (not shown) intersects the equatorial
plane along the y axis.

Equatorial Plane
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Figure 1.5. The loci of projected baselines seen by sources at the

indicated declinations as they move across the sky.
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Figure 11.6. The baseline and available-telescope stations for the
NRAO interferometer.
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Figure II.7. The available baseline coverage, i.e., the synthesized
aperture, for sources at the declinations indicated (for
the NRAO interferometer). The distance between tic
marks is 2500 wavelengths at All.1 cm (2695 MHz).

-A DECt
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Thus the elliptical rings of Figure II.7 are a picture of the partially

filled aperture which.can be synthesized. It remains to be seen how the

fringes observed at these points in the (u,v) plane can be used to con-

struct a high-resolution map. For interest, the beam pattern of the syn-

thesized aperture for sources at declinations of 600, 30., and 0° are

shown in Figures i.8a, b, and c. In Figure I1.8d, the effect of neglect-

Thg he 600-mecter spacig .(rbitrar5sily chosen) . the synthesized beam

* is shown -- it is negligible.

It should be intuitively recognizable that u and v form a fun-

damental set of coordinates. Just how fundamental will be shown later.

SFirst we pause to establish some convenient coordinate systems so as to

express u and v in terms of more intuitively obvious quantities like the

hour angle H, the declination 6, and the baseline length B. We shall

also derive the equations for the elliptical annuli if Figure II.7.

We define a rectangular coordinate system which has components

(x, y, and z) along hperpendicular directions in the equatorial plane and

the North Pole. These directions are fixed with respect to the ground*.

The basic geometry of the (x, y, z) coordinate system is depicted in

S* That is, gif r is the latitude of the observing site, then the base-

line B on the ground has projections

IBn ) (-sin I8a ,0 cos i Bnrth

x ot

Iy O . -Beast
* z , zenith

where B is 0 for baseline on level ground.
zenith
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baseline would appear as a fixed line passing through the origin (but

not necessarily in the (x,y) or equatorial plane). The baseline can

also be defined by its length B and two fixed direction angles, called

the baseline hour angle h and declination d. . hen

° B B cosd cosh a s cos 6 cos H
x x

SB J B sind ) s sin 6
.. .Z. .

and cos 0 =B! /B = sin d sin 6 + cos d cos 6 cos (H-h). The projected

baseline x changes with hour angle, but can at any time be resolved'

into its u,v components (perpendicular to the line of sight) as shown

in the figure. By inspection

n * sin E -co L 0

v =-sin 6 cos H sin sin H cs E B

LA i cos 6 cos H cos sin H sin 6' B

Here Ali = is the component of the baseline along the 'line of sight.

These matrix representations of the geometry were developed by Dr. C. M.

Wade.

S It can easily be verified that

(v .v.)
2

baeln cane7+t =orage 1u a taytieb eovd

where a = B 2 + B 2 = B cos d, b = a sin 6 =B cos d sin 6 , and
x y
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v = B cos =B sin d cos 6. This is the equation of an ellipse
0 Z

centered at( u = 0, v = -B sin d cos 6) with major axis.a, minor axis

b,.and eccentricity cos 6. Note that only the .minor axis and ellipse

center depend on the source position.

B. RESPONSE TO'COMPLEX SOURCES

It is the purpose of this section to establish the relation-

ship between the observed fringe pattern and the source brightness dis-

tribution and to describe how the high-resolution map is obtained. We

must firnt define those parameters that describe the otserved fringe

pattern and show, in a semi-intuitive fashion, how they relate to the

source geometry. The precise relation between the source structure and

interferometer response will then be developed.

The low-pass filter output R (i.e., the fringe pattern) can

be written as

"(I.3) R = A cos (27 +T) ,

where A is called the fringe amplitude (or colloquially, the amplitude),

* is the fringe phase, or phase, and 2r Bs is the fringe period which

is entirely a property of the source-earth geometry and has nothing to.

do with source structure. As a matter of procedure, the amplitude

and phase are computed by an on-line computer (every 30 sec in the case

of the NRAO interferometer) by a least squares fit to a sine wave of

the expected period. The amplitude is the height of the fringes, and

the phase is defined as the shift of the measured fringes with respect

to the fringe pattern that would result from an ideal point source at
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the same position in the sky. We now discuss the meaning of the ampli-

tude and phase in more detail.

The amplitude, as we have established, is proportional to the

flux of a point source. This, however, is not the case for an extend-

ed source. Consider now an extended source, say one of uniform bright-

ness, that is sufficiently large that it spans more than one lobe,

Ssay N lobes. As the source moves through the lobes, it occupies all

except perhaps one of them at any time. Compare this to a point source

of the same flux S which would occupy either zero or one lobe. If the

energy output of the low-pass filter for the point source is propor-

tional to S for the point source, then it would be of order

S x [N-(N-l)/N = S/N for the uniform extended source. In general, the

larger the ratio of source size to lobe separation, the smaller the

observed amplitudes for sources of the safe flux.

Say many parallel pairs of telescopes of different separations

simultaneously observe the same source. It follows that the amplitudes

observed on the smaller spacings will be larger than those of the out-

er spacings for a source which is sufficiently extended. If the re-

sponse to a source is found to fall off at a certain spacing, the source

is said to be "resolved" at that spacing; otherwise it is unresolved.

A plot of amplitude vs. spacing is called the real visibility function

(this, we shall see, is a slight misnomer). Variations in this function

are related to source structure; however, the real visibility function

is not sufficient information from which to unambiguously derive a map

of the source. The fringe phases clear up any ambiguities.
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- The meaning of the fringe phase is somewhat more esoteric.

The phase is related to the apparent instantaneous brightness centroid

offset from the center of the field of view; i.e., it is sensitive

.to position (this description of the phases has severe limitations).

Consider a point source whose position is well known (to a small frac-

tion of the lobe separation). Its fringe pattern has zero phase.

Now displace the source a fraction of a lobe separation. The measured

fringe pattern will have the same period (actually s changes slightly,

but any differences in the period can generally be ignored); however,

the fringes will not arrive at the expected time. If the source is

displa-ced by half a lobe, the fringe phase will be 180. If the

source is displaced by an angular distance Ae and the lobe separation

is - , the phase (in tadians) will be 2i .4/A8. Here it was as-

sumed that the displacement of the source was along a line perpendi-

cular to the lobes (see Figure II.9a).

As the source moves through the sky, it sees the baseline

orientation, and thus the lobe orientation rotate slowly. Then the

displacement of the displaced point source, projected onto a line per-

pendicular to the lobes, also changes; the phases change accordingly

(see Figure II.9b). Then the response R is given by A cos {2 Brr(s+As)}

or * = 2w B*.s, where As is the source displacement. Letting the dis-

placement have E-W components a. cos 6 and N-S component Ad6, and re-

calling the definition of u and v, we obtain
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4 (H,6) = u*Ac cos 6 + vC6*

= Ac(B cos 6 sinH - B cos 6 cos H)
x y

+ A6(-B sin 6 cos H - B sin 6 sin H + B cos 6).
x y z

Note this implies that the phases can be represented as a flat plane

which intersects the (u,v) plane along the line u*Aa cos 6 + v*A6 = 0.

The phase behavior as the (u,v) ellipse is tracked is easily understood.

An identical discussion pertains to the phase of an extended

source with symmetry such that its brightness centroid always appears

stationary. This includes sources with circular symmetry and double

sources (if the amplitudes are allowed to be negative -- see below).

For very irregular sources the apparent brightness centroid changes

erratically with a corresponding irregular phase behavior. See Figure

11.10.

' ' Having laid an intuitive groundwork for understanding the

fringe amplitude and phase, we now show that both uniquely define a

map and, in addition, we show how to construct the map. Consider an

extended source contained well within the primary antennae beams. Let

:its brightness distribution be T(a,6). Let a0 and 6 denote a reference

S 0.

position near the source -- say the center of the primary beam. We

can define cartesian coordinates (x,y) in the plane of the sky with

origin at (ao ,6 
) with x = (a-ao) cos 6 and y = (6-6o) (thenx and y

are not scaled by cos 6 as a and 6 are). An infinitesimal area in

the source has intensity T(x,y)dxdy. The interferometer response to

this element alone is identical to that of a point source located at

an angle 0 with respect to the baseline:"
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Figure II.10. Response of an interferometer to a complex source.. Six

independent observations are shown. Individual values
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dR a T(x,y) cos (2w B cos 0)dxdy.

As stated previously, we may assume that the source dimen-

sions are small so that the period of the fringes are the same over the

entire source. This allows us to write the argument of the cosine in

the form of equation 11. 3

dR a T(x,y) cos {2. B cos O + 2w (ux+vy)}

o

where 8 is the angle between the baseline and the (x,y) origin (i.e.,

S= B cos eo), and the phase 4 = 2w As = 27r(ux+vy). The same

equation can be derived by a Taylor expansion of cos 0 about the origin.

For simplicity let us define =o 2r B co6s 06. Then expanding the co-

sine of a compound angle, we obtain

dR(u,v) a T(x,y)dxdy (cos (2wn(ux+vy)] cos - sin (2ir(ux+vy)] sin 4)1,
0o

Integrating over the source, we obtain the total response,

(11.4) R(u,v) a S {(u,v) cos 4. - I(u,v) sin ) ,

. . o

{4. JJyT(xy) { cs [2x(ux +v d

Here S is the usual flux density given by f T(x,y)dxdy. Note

for, a point source = and = 0 resulting in equation II.1.
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Because T(x,y) is a real function, so are R and I. We can

therefore define the complex visibility function V(u,v) 2 R(u,v) +

i(u,v), where R and I are its real and imaginary components. We 'can

alternatively express V in terms of an amplitude and phase,

(11.5) V(u,v) 2 A(u,v) ei(uv)

It follows that

A(u,v)= ( 2(u,v) + 2 (uv),

and

r . (u,v)

1/2

a {2 + 2 cos o . sin

SA(u,v) {cos 4 cos 4 -sin 4 sin 4 1, or
0 0

(11.6) R a A(u,v) cos {2 .s + 4(u,v)}

which is identical to equation 11.3. Then the mathematically defined

functions A and p take on a physical significance as the fringe ampli-

tude and phase. That is; the fringe amplitude and phase are the ampli-

tude and phase of the complex visibility function V(u,v), which itself

is built from the Fourier sine and cosine transform of the brightness
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distribution. A much clearer interpretation results from some last

algebraic manipulation; from the definition of V, , and Iwe have,

= f =  JT(x,y) {cos 2 (ux+vy) + i sin 2n (ux,vy)} dxdy,

or

j2F ( ?i(uix+vy)
(1.7) (u,v) ,y) e' dxdy.

They from the theory of the Fourier transform, we may write

THE MEASURED QUANTITITES OF THE INTERFEROMETER,
THE FRINGE AMPLITUDE AND PHASE, FORM. A COMPLEX FUNC-
-TION V(u,v) = A(u,v) exp (i4(u,v)) WHOSE FOURIER

TRANSFORM IS THE BRIGHTNESS DISTRIBUTION.

The interferometer then responds to Fourier components of the

brightness distribution which have angular periods equal to the lobe

separation and whose structure is oriented along a line perpendicular

to the lobes. This is the fundamental principle of aperture synthesis.

The source structure to which the interferometer responds is clearly

Sdefined, and we have shown that the brightness distribution can be

constructed from the fringe amplitude and phase. The fundamental im-

portance of u and v is also clear. -

From equation II.7 we derive several corallaries which are

important. Using the fact that T(x,y) is real and Fourier transform

St. heory, we derive the following
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T(x,y) = S i (u,v) exp {2ri(ux+vy)} dudv

S {R(u,v) cos 2n(ux+vy) + I(u,v) sin 2n(ux+vy)}dudv

iS {(u,v) sin 2ni(ux+vy) - (u,v) cos 2r(ux+vy)'}dudv

{ (u,v) - R(-u,-v)} sin 2r(uxvy)}dudv

J{ ,(uv) + (-u,-v)}cos 2ir(ux+vy)dudv

where we have used the parity of the trigonometric functions and the

fact that the imaginay part of T(x,y) is 0. Then

J(u,v) = (-u,-v) and (u,v) = -(-u,.-v), or

(u,v) =*(-u, -v) ,

where * denotes complex conjugation. Thus the complex visibility func-

: ..."- tion is said to be "Hermitian". It follows that A(u,v) = A(-u,-v) and

Q(u,v) = -(-u,-v), i.e., the amplitudes and phases are redundant on

the (u,v) plane. Thus observations need only be taken.over half the

(u,v) plane. This is why the ellipses in Figure 11.7 have counterparts

on the opposite side of the 'origin.

the total flux of the source (which is assumed to be contained within

the beam) is given by the zero spacing flux(at which all sources are

unresolved). However, a physical telescope separation of zero is not

possible'. Even if the projected baseline falls to zero, then one
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telescope occults the other. Thus the (u,v) origin cannot.be sampled.

Therefore the- interferometer cannot be used to measure the total flux

of a source unless the source is unresolved at some longer spacing.

The failure to sample this point also means that the integral of the

brightness temperature over any map must be 0) that is, the average

brightness is zero and any source observed in the map force some re-

gions of the map to have negative temperatures. This means that nega-

tive sidelobes can appear on the map. Negative features in a map are

not necessarily the result of noise, but are actually an inherent by-

product of the aperture synthesis technique.

. The response of the interferometer to model brightness dis-

tributions is shown in Figure II.11. Shown are five model Gaussian

sources of the HPW's indicated (the beam can be considered as zero

width Gaussian). The source intensities that will be observed on the

NRAO interferometer are plotted on the right as a function of avail-

able telescope spacing (for an observing wavelength of 11.1 cm). E

is the ratio of source to beam peak brightnesses, that is, ( =

[Tmax (extended source max (point source) , where T is the peak

source response. For this study the aperture was assumed to consist

of circular annuli centered at the origin. This enabled the two-

dimensional Fourier trasform to be reduced to a one-dimensional radial

integral.

The illustration highlights several very important' e'ffects.

Note that for extended sources ( 1i') how the rapidly decreasing

visibility function is undersampled. In effect, such sources are ob-

served on the innermost spacings only.. The relatively large sidelobes
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of the extended sources reflect this effect. Note also that if small

and extended sources of comparable flux exist in the same region, then

the extended source may easily be rendered unobservable by the side-

lobes of greater brightness associated with the small source. It is

apparent that the aperture synthesis technique is best suited for the

study of small structure in spite of the fact that the larger structure

may account for a major portion of the total source flux. Lastly,

note the sidelobe periodicity (indicated by "A" and. "B" in the beam

response). This behavior reflects the large number of 100 and 300-

meter sampling intervals which result from the possible configurations

of the NRAO interferometer.

C. THE REAL INTERFEROMETER

In practice' many of the assumptions we made concerning the

idealized interferometer are not valid. We therefore relax some of

these assumptions in this section. It will be seen that the basic in-

terferometric response described in the preceding sections is not sub-

stantially modified. We consider the following:

1. Non-identical apertures and front ends;

2. Sources larger than the primary antennae beams;

3. Non-monochromatic source and delay systems; and

4,. Non-incoherent radiation and single vs double side-

band interferometry.

If a full treatment is beyond the scope of this discussion, references

will be given.

1. Non-identical Apertures and Front Ends

For a discussion of non-identical apertures we begin the dis-

cussion with a consideration of the output voltages. of Telescopes. i
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-'.:_ ' .- ~:L . - . .... . 4 2 -'  V

and 2 as in the first section of this chapter. Let A and A2 be the

effective areas of the antennae, and let the power gains of each tele-

scope be G1 and G2. Then the voltage outputs of the front ends are

1 A11 c cos (2Ir t)

V cos (2 ft)
1

v A2G2 E cos (2nft+4)

= V 02 cos (2oft+4).

its gain C is .As usual, the source flux S e. Note that

2. Sources Larger 
Than the Primary 

Beams

Then 2 in the ssequrcent discussion ofthSection A can be repaced b

1, 2 .

its gain G is ' As usual the sourceflux S s 2 Note that

w•dthis .rr elevant

the true source distribution T(xy) modulated by the primary response

pattern aG(x,y), then T(x,y) can be replaced with t(x,y) = a(x,y)*T(x,y)

in all equations of Section B of this chapter. In practice, a(x,y)

may be smaller than the beam pattern of the antennae if delays are

not properly inserted into the system (see below).
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3. Non-monochromatic Sources and Delay Systems :

It is now appropriate to relax the assumption of mono-

chromaticity. If we receive -radiation over a range of frequencies,

then the interferometer response can be visualized as a series of

lobe combs, one for each frequency. The net response is the sum of

the responses of all lobe combs. It is clear -that the lobe separa-

tion differs slightly at each frequency. Hence the resulting inter-

ference between the lobe combs tends to reduce the interferometer

response unless all can be aligned so as to interfere constructively

in the direction of the source being observed. The problem is ex-

actly analogous to the case of "white light" interference in optics.

Constructive interference between the lobe combs is achieved

by inserting delays into the IF path of one of the telescopes as the

source moves through the sky. The reasons for this can be most

readily understood by the optical "white light" interference analogue.

Refer to Figure 11.12. The intensity of the interference fringes

will be a maximum along a line joining the source and the slit center,

i.e., the vector s. In .this general direction the fringes are

white; the white light fringes are said to exist within the "white

light" lobe (see Figure 11.13). We show below that the width of

this modulation lobe is entirely dependent on the observing bandwidth

and is not related to the baseline, source position, etc.

In order to keep the white-light lobe fixed while the source

moves across the sky, it is necessary to insert a changing compen-

sating delay Ax which maintains a constant optical path length from

the interferometer to the viewing screen.. Because this is done in

• . . .. ..9 .
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Figure 11.13.
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ary. Along the viewing screen, then, the. interference lobes move

as the source changes its position, whereas the white-light lobe

stays fixed. (That is, the output of a "photocell" fixed along the

S optical axis of the interferometer (at the center of the white-light

lobe) would be the usual quasi-sinusoidal fringes for the moving

source.)

We now redevelop equation II.1 for the case of a finite

bhndwidth. Refer to Figure II.1. We insert a delay At into the IF

cable following Telescope I. Then the voltage output per frequency

interval of the telescope is

dV1 /df = V 0(f) cos (2rflF(t+A-r)}, and

dV
2

/df = V
0
(f) cos {(2rfFt+B.)

These voltages are then multiplied. Since cos (A+B) cos (A+C) =
2

cos (2A+B+C) + cos (B+C)}, we derive

dM/df = V 2 (f) [cos {2w(f At+Bes)}

+ cos t2lfIF(t+ArT) + 2rr*)].

Again, we reject the second term by the'low-pass filter. Then the

average response over the bandwidth is

V 2 m
R 1 f df0
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where w(f) is the bandpass response. Assuming a rectangular bandpass

of width Af, it is easy to show that

sin.... (.MA )(11.8)n (f) cos (2Bs).

The first term of II.8 is the equation of the white-light

lobe (delay pattern). Examples of actual delay patterns are shown in

Figure 11.14. In general, this lobe is the Fourier transform of the

bandpass function. This term modulates the interference lobes in

exactly the same manner as the primary antenna beams. In general,

the delay beam" must be made to "track" the source by the insertion

of delays sufficiently often so that the delay and the primary beams

remain coincident. For the NRAO interferometer, the necessary delays

are inserted by an on-line computer once each second in steps as small

as 2 nanoseconds.

Because bandwidth effects can be separated from consider-

ations of source baseline geometry and source structure, these effects

do not change the fundamental response characteristics of the inter-

ferometer described in the first two sections. In the discussion

which.follows, we generally revert to the assumption of monochro-

maticity except when the effects of the bandwidth or delays cannot be

ignored.

4. Non-incoherent Radiation and Single vs Double SidebandSystems

A discussion of these topics is beyond the scope of this

chapter. A full treatment can be found in Read (1963) and Swenson

and Mathur (1968). .As with the delays, neither problem changes any

of the principles of interferometry developed, thus far.
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D. ERROR ANALYSIS

We next consider the sources of errors and noise, the cali-

bratons which reduce the systematic noise, and the effects of noise

on the final maps. We shall restrict ourselves to a discussion of

these problems as they affect the data at the time of observation.

There are additional sources of systematic noise which results from

the manner in which the data is processed. These other types of.noise

are investigated in the last section of this chapter.

* The major sources of noise in the amplitudes and phases fall

into three major categories: (1) random errors, (2) pseudo-random

errors (short duration noise), and (3) systematic errors. Many of

S the errors have analogies with single dish errors with which it will

be assumed the reader is familiar. Other types of errors, most

notably those arising because of the atmosphere, would be necessary for

single-dish telescopes if they were several kilometers in diameter.

Where possible, the analogies are relied upon heavily.

(1) Random errors. The dominant source of truly random

error derives from the finite receiver temperature, T. The noise in-

troduced into the fringe signal is given by

Ams r

T is nominally 9Q0 K at A1I. cm and 125 K at X3.7 cmr. In

addition to receiver noise, however, are other sources of noise such

as cable losses., antenna spillover, etc., which effectively increase

Tr by 60-70.percent. Hence the noise in the fringe amplitudes is of
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order0.080 K at 2.7 GHz and 0.120 K at 8.1 GHz. after a 30 second

integration period (the cycle time of the on-line computer). Normal-

ly the fringes are calibrated in units of flux rather than tempera-

ture. Since AS' = 2k/A AT , the noise after 30 seconds is 80rms e rms

e.

m.f.. and.20 in.Yu. at 2.7 and 8.1 Glz,respectively. Here, k is

2 3-29 -2 -l1
(A 309 m ), and m.f.u. = 10 f.u. 0 watts m Hz

e

S 2) Pseudo-random errors (short duration noise). For

strong sources, the major source of spurious behavior in the ampli-

tutdes and phases arises from instabilities in the atmospheric water
vapor. Such variations are called pseudo-random noise because their

duration is only a few minutes, so that their net effect over the (u,v)

plane is much the same as purely random noise.

The index of refraction of water vapor differs slightly

from unity. As a result, the radio wavefront can be significantly

retarded as it moves through lower portions of the atmosphere where

water vapor content is highest. If the water vapor in the line of

f sight is not the same at each telescope, then the signal in one tele-

scope is retarded with respect to the other by up to 0.1 nanoseconds

(or 1/2 at X3.7 cm), and the interferometer phase changes appropriate-

ly (by up to r radians). Hence the retardation can make the dif-

ference between constructive and destructive interference.

(3) Systematic errors. There are many types of systematic

errorsinher.t in interferometry. The most important of these in-

elude baseline miscalibration and time-dependent instrumental per-

formance changes which are discussed below Of secondary importance
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are gain variations caused .by the insertion loss of delays, smooth-

ing of the fringes by time constants in the analogue equipment,
.-

variations of fringe phase across the 30-second integration period,

precession, nutation, and aberration of the source position, and

systematic atmospheric effects. The atmospheric terms include cor-

rection for extinction, refraction, and retardation for an assumed

ideal atmosphere. The secondary errors are considered minor, not

because they are negligible, but because corrections for their effects

are relatively easy to determine. Quite often the effects of sys-

tematic errors can be calibrated and corrections can be applied.

We now consider how changes in the instrumental response

are determined. System changes, as in the case of a single-dish tele-

scope, are monitored by observations of calibration sources with well-

determined positions (invariably point sources). The fringe ampli-

tudes are calibrated by reference to the calibrator flux. Any

slowly varying phase- changes introduced by the electronics can be

determined since the phase of the calibration sources must be zero.

For this purpose, it is generally necessary to observe a calibration

source approximately every hour.

In addition, we consider the problem of determining the

aperture shape, i.e., baseline calibration. For a single-dish tele-

scope, it is generally taken for granted that the aperture is shaped

to an accuracy of O.IX or better. Random deviations larger than

this amount tend to defocus the radiation at the feed, resulting in

a reduced aperture efficiency. .On the other hand, systematic de-

viations of the dish surface will shift the focus center away from
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from the telescope axis resulting in an apparent source position error

(which can be compensated by adjusting the telescope pointing direct-

.ion or feed position).

The analogous problem in interferometry is to determine

the aperture configuration on the ground to an accuracy -0.1X. Since

the telescopes are stationary, the aperture is not affected by random

deviations. However, the systematic phase behavior resulting from

baseline miscalibration produce effects. on the final map much like

source position errors. We now elaborate.

SIf AB and As are baseline and source position errors, then

2*+ = 2(B + &B) (+ As),

or to first order,

0 % 2u(BAs +s +,B-).

Since As is assumed to be zero, we derive

S=B cos 6 cos H + A4B cos 6 sin H + AB sin 6.
x y z

By sufficient hour angle and declination coverage, a least squares

solution for ABR, ABys and AB is possible. In this manner, the.base-
xz

line can be determined to an accuracy which is generally less than

O.05X at 'X111 cm (and three times as much as X3.7 cm).

The phase behavior corresponding to a baseline error has

much the same formas for source positionerrors. Ittis easy

to show that the major effect of baseline miscalibration, 6B, is

much the same as a shift in the apparent source position,

6s ' .B/B. Thus if the baseline is 104X and 6B e .X1 then
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S6s ~ 10 rad ' 2" arc. If random baseline errors are made on all

baselines, then the displacements 6s add up in a random fashion.

.The source will appear "smeared", although its brightness centroid

will be very close to the true position. It is assumed that ds is

smaller .than the observed source size; if it is not, then the source

will appear. entirely "washed out".

One good measure of the effects of noise and the success of

the calibrations is given by the repeatability of the observations.

In Figure II.10 are shown five minute averages of six independent

observations of the same source on a baseline of 1900 meters. The

data were taken in the summer when atmospheric .noise is a maximum.

Also shown are the vector average amplitude and phase. It can be

se .... een that the vector average amplitudes are less than the arithmatic

averaged amplitudes, particularly in the noisier observations at 8.1

GHz. (Hence, for strong sources, arithmatic amplitude averages help

reduce the effects of noise.) The repeatability of the phases, al-

though poorer at X3.7 cm than at X11.. cm, is sufficient in both

cases to construct accurate maps. This conclusion is based on maps

of calibration sources made from observed data, as compared to maps

constructed from a model point source.whose (u,v) coverage is

identical.

E. CONSTRUCTING AND INTERPRETING THE ILPS

* Once a complete set of fully calibrated amplitudes and

phases is available, the data can be Fourier transformed to obtain

a ap of the source brightness distribution. Although a straight-

forward Fourier transform is possible, it is a time-consuming proceis
nr



even in a fast computer. An approximate but very fast transform can be

obtained by the Cooley-Tukey algorithm. Essentially, this process in-

Svolves the division of the (u,v) plane into discrete cells of an ap-

propriate size. The various amplitudes and phase which fall within the

.cell are all averagedtogether and treated as one single observation at
the cell center. Unsanpled cells are assigned a value ofzero. Con-

sequently the map of T(x,y) is computed as a discrete sum over the

sampled (u,v) cells. T(x,y) is represented as an array of numbers eval-

uated over a square region of the sky.

It is not the purpose of this discussion to describe the

.method or all the problems associated with its use. We discuss only

those aspects of the procedure which can affect the maps. Our aim is

only to provide a sufficient background for proper interpretation of the

maps. In this context, we later investigate the problems associated

with calibrating the map in physical units. No strong attempt is made.

to relate the various problems to each other since to do so would in-

volve a lengthy discussion.

The size of the tells in the (u,v) plane must be chosen so

that no structure in the map plane is suppressed. We note that only

that structure whose phase variations change appreciably through a (uv)

cell is affected; this is the structure from the outer regions of the

map. That is, the field of view determines the (uv) cell size. Since

little radiation can be detected outside the primary antenna pattern,

the primary beam size sets the (uv) cell size. From the sampling

theory, the cell size (Au,Av) is given by
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where X and Y are the maximum sizes of interest on the maps; certainly

X and Y are not chosen larger than the primary beam dimensions (t 25.6

meters/X for the NRAO interferometer).

The size of the whole (u,v) plane, (U,V), must be chosen to

.include the synthesized aperture (see Figure 11.7). For the NRAO inter-

ferometer,- the maximum spacing is 2700 meters/X, or ' 25,000X at 2695

" Hz' and 75,000X at 8085 MHz. Remembering that the aperture is contain-

total number of cells required in the u and v directions is given by

(2U 2V
N = max du , .

For the NRAO instrument, N -22 - - 211. For convenience, a 256x256
25.6 m

transform is used. A larger transform is not performed because of limi-

tations in the available computer.

The data is sorted and averaged on a cell-by-cell basis. The

amount of data averaged into each cell is proportional to the time re-

quired to transverse a cell. This time is not uniform over the entire

outer spacings and near crossover (see Figure 11.7). Therefore, the

noise in each cell varies over the (u,v) plane. Nonetheless, each cell

is weighted equally in the Cooley-Tuey algorithm. The net effect is

that noise tends to be larger in N-S directions on the map, particularly

for sources at low declination. It is found that the exclusion of the

noiser data often helps clean up the map. In fact, it is standard pro-

cedure to modulate the data, once it has been arranged in the (u,v)
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plane, by a unit height Gaussian which fallls to a value of 0:30 at the

outermost baseline. The modulation is chosen since signal intensities

tend to decrease and atmospheric noise tends to increase on the long

spacings.

As mentioned above, all data averaged into a cell is implicit-

ly assumed by the algorithm to have been observed at the cell center.

Consequently it is possible to shift the actual values of u and v as-

signed to the data by up to half the diagonal length of the cell. In

general, provided the cell size is chosen properly, the resulting dis-

tortion is unimportant since the shift of u and v is small compared to

their absolute -magnitude. This is not the case, however, for data near

the (u,v) origin. Consequently, it is possible to expect that the
-r

large-scale structure might be distorted.

Once the map is made (generally in the.form of a contour map),

it is necessary to establish a scale in physical units if interpretation

is to be attempted. However, the calibration of the map is extremely

difficult. This conclusion follows from the incomplete sampling of

the (u,v) plane. which leads to the complex sidelobe response.

The flux of point. sources can be established by comparison of

its peak response temperature to that of a point source of a known flux.

However, it is very important that the known point source be sampled

in the (u,v) plane in exactly the same manner as the source being studied.

In general, this means that the comparison source must have exactly

the same declination. Since this situation is rare, it is easiest to

construct a model comparison source having the identical (u,v) coverage.
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For the present study, it cannot be established that any of

the structure is small compared to the synthesized beam size. As a re-

sult, we consider other methods used to estimate the flux of extended

sources. There are two common methods. These include point by point

integration of the brightness temperature and model fitting. The former

method is not accurate over the entire map since it is known a priori

that the sua of the temperatures is zero (see Section B, this chapter).

Crude estimates can be obtained by restricting the integration to a re-

gion inside the sidelobes. However, a glance at Figure II.11 is a con-

vincing argument that such a procedure is most inaccurate when sources

of different sizes or intensities appear within the sidelobes of each

other.

One common method of determining the observed source parameters

involves the fitting of models to the data. Generally, model fitting

involves the subtraction of simple sources from the map until the map

structure disappears. In practice, such a procedure is quite laborious,

and the ability of the model to converge is very sensitive to observa-

tional noise and sampling inadequacies. In the past, models have been

fit byseveral authors (Webster and Altenhoff, 1970a, 1970b; Wynn-Williams,

1971). There is no conclusive evidence that the models they fit are

unique. Furthermore, even though their results are internally con-

sistent, it will be seen in the following chapter that the values of

the physical parameters they derive do not justify the labor involved.

Therefore, no attempt is made to derive accurate fluxes in

Sthe present study. Crude estimates must suffice. For this, a fairly

reliable physical scale for the brightness temperatures will be
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estimated by comparison to the peak response of model point sources for

each map. The response to these point sources is given along with each

map. However, little emphasis is placed on values of physical parameters

estimated from the absolute brightnesses of the maps.

Instead, estimates of the physical parameters are based on

the spectral behavior of the structure between 111.1 cm and X3.7. cm.

Such a procedure is accurate because the maps can be constructed from

subsets of the available data at these frequencies whose distribution in

the (u,v) plane is identical. Consequently, the ratio. of brightness

of the two frequencies is very accurately determined. The method is ex-

plained in detail in the next chapter.

In this chapter we have discussed how the interferometer re-

sponds to sources of different structure. It has been shown how the

brightness distribution of a source can be reconstructed from parameters

which describe the interferometer response, i.e., the fringes. The

sources of error have been discussed in regards to their effect on the

observations and the maps. Finally, some of the problems associated

with making and interpreting the maps have been considered.
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