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 MEMORANDUM TO: VLA File

FROM: C. C. Aleksoff

‘SUBJECT: Output Calibration Correction for

Phase Errors - - g

In this memo we investigate calibration correction to
. 1

Recall that the spread function is denoted by

S(6) = S x,y) =F, (ael®) @

‘where ¢ = ¢(u,v) is the ihput phase error and A = A(u,Vv) ié'
‘the aperture function. The ideal spread function is S(0).

The output error function of interest is given by
€y = 10 log;4 |Re S(¢) - S(0)| (2

The calibration procedures that can ea311y be performed
at the output plane include:

(a) magnitude scaling by the factor M, i.e.,

1. "C. C. Aleksoff, "Phase Error Plots,'" ERIM memo

S emae - e . e



DR | |
~S(¢) » S'(¢) = MS(9) B ¢
-(b) Translation by the faétors X yb; i.e.,

S(¢; x,y) » S'(¢; x,y) = S(¢; x-x;,, 'y~yo) (4)

~which can be implemented in the input signal by
- letting

: ' 2ﬂxou Zﬂyov_
b = et SE T TN G

for isoplanetic systems.

(¢) Scaling by the factors,(a,b),.i.e.,
Xx+x'=ax,y+y'=by (6)

(d) Refocusing by a factor c, i.e.,

60" = o +kyu? +v7+c? ™)
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  “iif1n this memo we will only‘investigate'Cases.(a)vand
(b)) for one-dimensional errors. That is, we will be cal-
- culating equations of the form B

T=10 - log;, |Re MS(s - wu) - S| (&)
 wheré
;_ 27 u \R v‘ .

and W is the aperture extent. Recall that

==
=g

A= rect () - T Qo

where T(u) is the taper function.

: 'Typical spread function (SF) errors are shown in Figures
"1.and 2. ' ' '
In Figure 1:

-~ For all the curves the phase error is given by -

| 3 a
¢ = .05.(ﬁ%—) S an

.

‘i.e., tenth-wave cubic phase error.
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' The curves are:

0) The spread function itself for T(u) = 1.
A) 'The uncalibrated curve (samé as plot 30 in ref. 1)
| for T(u) = 1. ' .
fB)-«The callbrated curve for T(u) = 1. The magnitude.
‘'scaling was such as to give a null at the center
of the SF error curve after translation. i.e., we
-used
. | 5 | |
= e =
¢ 05[(‘\]/2) a W/Z] a 0.6 '
M = 1/5(4;0,0)
C) Same as case B except that a = 0.2 and that the
"Gaussian taper
. a 2 T
"T(u) = exp [(W/_) n (.017)]
was used which corresponds to tapers used by NRAO.
In Figure 2:

The curves are labeled for Figure 1 and the only dif-

ference is that fourth order phase error was used, i.e.,

replace eq. (1ll) by

- b
¢ = .05 (W‘;—z)
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Note that for even order phase‘errors that the calcu-

_lation does not need to include translation since the SF
is even and real.

Figure 3 is included to show the Gaussian taper (winf
~dow) used in the calculations and the corresponding spread
- function. It is seen that the spread function is over

three times wider than for no taper.

Figures 4 and 5 show a compilation of maximum spread-
function errors extracted from a large set of curves of the
type illustrated in Figures 1 and 2. The curves in Figure
4 give the maximum spread-function error as a function of
peak-to-peak phase error for various phase error orders.
Calibrated and uncalibrated results are given for Gaussian
tapered inputs (as shown in Figure 3), as well as for no

:tapering. Also, the magnitude error for the second order
has been included as well as the real part. The curves
are for the real part unless otherwise labeled.

Figure 5 also shows the peak spread-function error
but where the central part of the error has been excluded,
as indicated in the legend. For example, curves B and E
exclude the distance from the main lobe to the center of
the first side lobe (i.e.; the central *1.5 X-units in
Figures 1 and 2), while curves C and F ex¢lude the entire

~main lobe and first side lobe (i.e., the central *2 X-units
in Figureé 1 and 2). For a .017 Gaussian tapered input,
the exclusion of the main lobe and first side lobe (i.e.,
the central *4 X-units in Figures 1, 2, and 3) gives curve
H.

It is immediately.obvious that the curves tend to be
‘straight lines for these small phase-error plots. The .
odd orders go as the square of the phase error and the even
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- orders in proportion to the error (see‘AppendixlA),v+Theﬁ
‘v,ﬁoddborders are more troublesome. The calibration '
_ procedure improves the results. Exclusion of the main
elbbe'region for determining the maximum spread-function
» getror gives a Very significant improvement‘ For exanple
:3,?con51der1ng the third order the 1% criteria 1nd1cates
'lAI71 phase error allowance for no teper ' no callbratlon
egand no exclusion but a A/10 phase error is allowed if both
 '¢31ibration and exclusion are used (and no taper);. If the
o .017 Gaussianftaper is also allowed, then the improvement
is extremely large. We should also note that teking the
real part also gives a large 1mprovement for the even-
""order phase errors. ' ' ' '

| -CCA/,pw

ec: I. Cindrich
J. Fienup
- M. Hidayet
. A. Klooster
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Appendlx A

ANALYSIS OF OUTPUT ERRORS: DUEVTO
:SMALL INPUT PHASE ERRORS

“The spread-function errors (S.F. errors) shown in
this,memdrandum, which have been numerically;computed‘using ,
FFT's, all tend to be straight lines for phaée errors of
less than A/2. This implies that retaining only the first
few terms of a power series expansion of the exponent1a1

term is sufficient in analyzing the results. This expansion

© is used below to descrlbe the results obtalned in thlS
memorandum. '

.BASICS
Consider the output errbr given by
=B(¢) - B(O) (A1)
where B(¢) = B(¢; x, y) is the 6utput brightnéss with phase

- error ¢ = ¢(u, v; x, y) and B(0) is the ideal brlghtness
The brightness is glven by '

B -3 {ua ei.¢} | (AA.'Z)V

where V = V(u, v) is the v131b111ty and A= A(u, V) is the
aperture ‘description. o

‘We now assume that ¢ << 1 such that.the'expansion

et rie-2 (a3



| o | = ‘“A;Z g SR
is appropriate. Then (A-1) can be wri;ten as
AB.,=?f:.{VA(i¢> - 0%} | : (a-4)
’We now‘expand ¢ in the power seriesA |
¢ = 2r I;n cmﬁ S SR (A-5)

where the coefficients Cn = cmn(x, y). 'Alllsummationsvaré .
assumed to go from 0 to «® unless otherwise specified. Then
L2 2 mn
¢- = (2m)° D d__uly (A-6)

mn
m, n

where the coefficients dmn can be written as a combination
of ¢, coefficients. .
mn

Using the well-known relationship for derivatives of
a Fourier transform gives

m n an (0) .
¥ {u v AV} = _ (A-7)
(-27i) :
where |
a 4N o .
B_(0) = — —— B(0) T (A-8)
mn 3xm an B - :

Thus, from (A-4) to (A-7)

2

2mic_ - 4n° d , | IR
B__(0) . (A-9)
‘(-_-?.ni)mn . mn o

AB = Y

m,n

which shows that the output error is a sum of derivatives
of the ideal response. |
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_ If we are 1nterested in the real part of AB where
B (0) is real due to the fact that VA 1s hermetlan then 1

. v ‘¢ S
r /7 . 1 i (0)
-,r?‘;r‘«()a)““

‘m+n odd ' _

g ‘I'Re} VAB} = <

mn even

(A-10)

 Thus, the even summed terms go directly as the phase error - B

~coefficients, while the odd summed terms“gb as the product
. of the phase error coefficients.

~ ONE-DIMENSIONAL EXAMPLE
Lot -
¢=nn (‘7’2)
A = § Tect (W77)_»
. and V= 1.
| ‘NjThén

¢2 =v4n2 hé (W%f) ?~» ’
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- A-4 '

and |

~B(0) = sinc (Wx)

Hence,

Vand‘

Then (A-9) becomes
" AB =_2n(i)“ﬁ1 h Siﬁcm(WX)

+ 4l (-1 h”i sinc, (Wx)

where

1 3nl_sin(ﬂwx)

(nW)m ax™® Wx

sincm(Wx) =

Thus, if m is é#en, 
‘Re AB‘= -Anzhé'sincéé(Wx)
and if g_ig_ggg (retaining only thgblowest’order'ﬁefm)    ‘

‘Re AB = 27 (-1>(m+1)/2 b Sin¢¢<W#>'[“7
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A-5
‘We see that the odd-order terms are proportional to the
amplitude hm’ while the even-order terms. are propdrtional
to hi;xwhich was confirmed by the curves formed using the
FFT. The shape of the curves are determined by the proper
derivative of the sinc function. The effect of taking the
real part-is to drop the linear term in hm'fbr the even-
‘order terms. ’ o



