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1. Introduction.

I would like to introduce criteria for the optimality1 of the functions em-
ployed by the convolutional gridding scheme that commonly is used in producing
radio interferometer maps. Earlier memoranda in this series [1,2] describe the
scheme and tally a number of functions frequently used in this application. Lit-
tle attention, heretofore, has been paid to the definition of objective criteria
for the selection of appropriate functions, though, according to folklore, the
first of the prolate spheroidal wave functions of order 0 are the '"best'" functions
to choose. The recognition of these as optimal functions, and the definition of
the criterion by which they are so, derive from a part of the well known work of
Slepian and Pollak [3] and Landau and Pollak [4]. But probably better suited to
our application are functions which are optimal by criteria whick slightly gener-
alize the latter. Following Rhodes, who in [5, sec.7] studies the extremal prop-
erties of the spheroidal functions (a class which includes the spheroidal wave
functions; see Stratton [6]), I define a continuum of optimality criteria parame-
trized by a real number >-1. The parameter determines a weight function, and
the weighting has a ready interpretation in terms of aliasing suppression: Alias-
ing from far-out sources, already rejected by instrumental effects, need not be as
heavily suppressed as aliasing from sources closer to the region of interest.
Similarly, since the radio map usually is centered upon the region of interest,
one might prefer that the spurious responses occurring near the central region of
the map be suppressed to a greater degree than other spurious responses.

For the choice %X=0 (no weighting), the optimal function is a O-order prolate
spheroidal wave function. For «&=t%, the optimal functions are simply related to
periodic Mathieu functions. Solutions for integral o« =n are related to n-th order
prolate spheroidal wave functions. (The Mathieu functions are the fundamental so-
lutions to the wave equation in a system of elliptic cylinder coordinates; the
spheroidal wave functions arise from separation of the wave equation in prolate
or oblate spheroidal coordinates.)

Before continuing, recall that radio interferometer observations are essen-
tially samples of the Fourier transform (FT) of the radio brightness intensity
distribution on a patch of sky, and that these samples are irregularly spaced.

The patch, for present purposes, may be considered to be flat and 2-dimensional
(even l-dimensional throughout most of the development). The ''gridding" operation
referred to above is simply that of convolving the samples with some given function.
The purpose is twofold: first, to interpolate the data onto an equi-spaced

1. An optimal function is not necessarily a 'good" one -- rather, it is one that
is best according to some well-defined (perhaps sensible) criterion.



rectangular lattice (the grid) so that a Fast Fourier Transform algorithm may be
used to approximate the brightness distribution, and, second, to reduce the in-
tensity of spurious features that are due to radio sources lying outside of the
region of interest. These features, called aliases, appear because, from samples
of the FT of a function f, if the samples are distributed over a finitely spaced
grid, T (unless it is periodic) can only be recovered if it is confined to some
bounded region and if the linear measures of the region do not exceed limits
which are dependent on the grid spacing. The effect of the convolution, in addi-
tion to interpolating the measurements, 1is to pre-multiply the source brightness
distribution by the FT, 6, of the function C with which the data are convolved.

In this way, the assumption of bounded support may be made approximately valid.
Judicious choice of C greatly suppresses the spurious features.

C is always taken to be real and symmetric about the origin, and £ inherits
these properties. Usually C is separable and supported in a rectangle. The com-
putation time required for the gridding is proportional to the area of the rec-
tangle; hence, for computational economy, the sides of the rectangle seldom
measure more than 6-10 times the grid spacing.

| shall concentrate first on the definition of the optimality criteria and
the properties of the functions which are optimal, and then on the computation of
the spheroidal functions. Their computation is relatively easy. |In a few cases |
shall compare, with these optimal functions, some of the functions that ordinarily
are used in gridding.
2. Optimality Criteria.

Suppose the sky to be flat and 2-dimensional, i.e. sky:RZ, and suppose that
the observer is interested only m radio emission within a region ACARZ. Let »=

. 2

(*71,72"~ (enote the sky coordinates. Also suppose that C is confined to a pre-
scribed region BcR”; 1i.e. C=0 outside of B, or supp(C)=B.

A, B given.
Find optimal C.

Want C (=FT of C)
to be highly
concentrated in A.

It would seem that a reasonable optimality criterion might be the quantity

ft" , which measures the extent to which C is concentrated

in A.  The problem, then, is to find a function C, with supp(C)=B, which maximizes
R. We shall also wish to include a weight function in the definition of R:

2. x and y are reserved for later use, when the FT will have a factor 2rf in the
argument of the exponential kernel.
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We shall assume throughout that A and B
J"L N¥T N1 R
are symmetric about the origin.

A fair body of literature, much of it reviewed and extended in Fedotowsky
and Boivin [7], deals with this type of problem. Certain cases in which A and B
are both rectangular, or both circular, or both ellipsoidal reduce to nice prob-
lems whose solutions satisfy well-studied second-order ordinary differential
equations. Results pertaining to rectangular domains A and B, in the absence of
weighting, are due to Slepian, Landau, and Poliak; those pertaining to rectangular
domains with a particular separable weight function are due to Rhodes, Fedotowsky,
and Boivin; and results Bertalnlng to circular domains, 1in the absence of weight-
mg, are due to Slepian.

We shall restrict our attention to the case of A and B rectangular, with
sides parallel to the coordinate axes. Without loss of generality, we may assume
that A is the square [rl,IIx£-1,1*. We shall take B to be the rectangle of linear
dimensions m® and m times the respective grid spacings (m" and m” needn"t be in-
tegral). And we shall choose a separable weight function given by w(m) = w.(w )e

I MR

2 i*. )
W2A727N = where " with “9 given. Sketches of the weight

function look like:

The optimal solution is a separable function which is equal to w(»p times the
product of the solutions to two 1-dimensional problems of the form:

find f which maximizes

where F,(c,»i) = (I-t™)* f(t) dt
I

and where c is related to the My by Cq ~ 7rm]/2.

nfl P12 L se tf0dT,.d What he termed "generalize rolate spheroidal wave func-

o These ¥unct|0ns over Clrcu?arggomalns, Hage propergles analogous 1o %he

N AN N 1

erties 'the\/ngyek%een proposed for Jgé in various reco%§¥rgggi88m3|83$9%ﬁ%spﬁﬂp
the dlssertatlons of radio astronomy students. They are difficult to compute



The treatment given this problem by Rhodes is summarized below. For the 2-dimen-
sional problem, the maximal R is given by rOPt - Rzzt( ). RoPt( 2)

The function that maximizes R (c) is among those solutions of the differen-
tial equation (l'ﬂf)f"-20X+l)~1f'+(b-c21?)f = 0 which remain finite at v=:l.

These bounded solutions of the differential equation are termed spheroidal
functions. For each &« and c there are countably many solutions which are dis-
tinct up to an arbitrary normalization factor and which, in the literature, are

denoted by 7<xn(c’1)’ n=0,1,2,... . They correspond to eigenvalues Exn(c) of
the DE that may be arranged in ascending order, 0¢ be(C)< b«l(c) <b¢2(C)< cee .
ao(c’i)’ which corresponds to the smallest eigenvalue, maximizes R (c). More

generally, for each « and c, the first N+l of the spheroidal functions are the
N+l linearly independent functions of the form F,(c,y) which are the most con-
centrated on [-1,1], according to the criterion R (c) The latter statements may

cause the reader to pause, since it is not f, but rather the truncated, weighted-
kernel FT of £, F_(c,y), whose concentration is supposed to be maximized. The
statements follow because the dlfferentlal equation above is equivalent to the in-

tegral equation vf(y) = felcTt (1-t2)° £(¢) dt (=Ffc,) ), Mlel. 1In

-4
other words, Wd (c,1) is, apart from a multiplicative constant (the eigenvalue
v«n(C) of the integral equation), its own finite, weighted-kernel Fourier trans-

form.

The spheroidal functions have a number of interesting properties. For fixed
o and c, the Y;n are simultaneously orthogonal over two domains, both over the

interval [F1,1] and over the whole real line, with respect to an inner product
weighted by ll—q?,f They are complete in the function on [—1,¥] square integrable
with weight Il-qzri and they are complete in the space of band-limited, filtered
functions of the form F*(c,1). ﬁﬁ;n is real for real 1> has exactly n zeros in

the interval [fl,i], is nonzero at +=tl, is even or odd depending on whether n is
even or odd, and its analytic extension to complex "1 is entire. Certain of the
spheroidal functions are named special functions. The relation to prolate spher-

oidal wave functions is /r' L(esq) = (- )_m/2 snlcs), for m—O 1 s25... . The

relation to periodic Mathieu functions is 'Y -, (c,1) = ce (cos q,c /4) and
= (1-n2)" ,
/Y;’n(c,q) = (1 1_) sen+1(cos 1’° /4).
3. Computational Recipe.
By the criteria introduced in the preceeding section, having decided upon the

use of a separable function C(u,v) = Cl(u) CZ(V) supported in a rectangle whose

sides in the directions of the coordinate axes measure m, and m, times the respect-

1 2

ive grid spacings Au and Av in these directions, and having chosen exponents o)

and dz in the separable weight function defined above, the optimal function for
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where 41(u) = u/mldu . qz(v) = v/mZAv . and4 c; =?tmi/Z. Thus we need to ap-

gridding is of the form C(u,v) = ll—qi(u),«lll-v;(v)ripy:o(c

proximate ’yio(c,q) for 1 in the range [O,i],o( perhaps in the interval [Q,i], and,
assuming m< 10-20, for c£$5x -10~r.
I have used two means of approximating Aﬁ‘o. Hodge, in [9], gives an effi-

cient method to calculate the eigenvalues of the differential equation for the pro-
late spheroidal wave functions. I have modified his procedure to yield the

eigenvalues Exn(c) of the more general DE for the spheroidal functions. %0’ then,
can be computed by an expansion in fractional-order Bessel functions given by
Rhodes in [5, sec.3] —- the eigenvalue determines the expansion coefficients. This

expansion, convergent for all real n, is a fairly efficient means of calculating
the functions for values of the parameters in the range of interest to us. Given
an accurate determination of the eigenvalue, a more straightforward method, if one
is only interested in (4/<1l, is simply to numerically integrate the DE, starting at
N =0. This method, though, is guaranteed to blow-up near ¥ =tl, even if exact
arithmetic, but an inexact eigenvalue, is used, since the solutions to the DE are
bounded at ﬂ=*1 for only a countable number of eigenvalues.

Fortran subroutines implementing the two methods are shown in Figures 1 and 2.
The routine in Figure 2 tabulates 'ﬁ;o(c,Q) for evenly-spaced arguments 0<4 £1;

it does so by numerically integrating the DE, and replacing the inaccurate function
values in che tail-end region by function values obtained from the routine in Fig-
ure 1, which uses the Bessel function expansion. I have been able to reproduce
scattered published tables of 6 and 8 significant figure accuracy; however, better
programs must be fairly readily available, since these functions are useful in di-
verse applications. Thus I neither economize on the number of terms used in the
Bessel function eéxpansion, nor check, for extreme values of the parameters, that suf-
ficiently many terms are summed, nor economize on the order of the matrix used in
approximating the eigenvalue.

The Fourier transform of C (assuming 27¢ in the argument of the exponential
. . . A .
kernel of the FT) is simply given by C(x,y) a:'%;o(cl,ql(x)) 7;&0(c2,72(y)),
where 11(x) = 2x4u , 72(y) = 2ydy , and, as before, c, ='nmi/2. The gridding

scheme, as implemented in most radio interferometer data reduction programs, uses
either a step function approximation or an interpolatory approximation to C. When
the map is corrected to compensate for the gridding, it is more appropriate to
correct by the FT of the approximation to C, rather than by a direct approximation
to C. The weighting corresponding to negative o is of little interest, but if it
were used in conjunction with a step function approximation to C, one would need
to beware of the integrable singularity at 1=1, and not place a step there.

4. This is if R is computed by integrating over the rectangle A = {(x,y):
{x|< 1/2¢4u, |yk~1/2Av}. If the integration is over a fractionally smaller rect-

angle, A = {(flx,fzy): X,y as in previous linej , then choose ci=finmi/2.



4. Discussion.

Graphs of a few of the spheroidal functions are shown in Figure 3. Figures
4-7 need explanation: These are plots of loglo’é(q)l, where C 1s defined as in
Reference [1] That is, for a source at position 1 on the coordinate axis, C(q)

is the ratio of C(q) to €((w+1) mod 2 -1) -~ or, the ratio of the strength of an
alias from position 1, outside of the field of view, to the strength the source
would have if it actually lay within the field at the position of its alias.

Since &(?)=’X:o(c,1) has no zeros in the region 1119 1, C, for the spheroidal

functions is everywhere defined. 1In these graphs, sharp spikes at n=3,5,7,...
are of no concern because sources at these positions have their aliases at the
very edge of the radio map (and the spikes are of finite amplitude since T(1)#0).
Figure 6 compares the weighted spheroidal functions with Gaussian-tapered sinc
convoluting functions; the Gaussian-tapered sinc in the lower right-hand corner
of the figure is optimal in the sense that, for a weighting exponent «=0, I have
computed the function's optimal characteristic widths (for support m=6, only).
This is a rather laborious procedure which could be carried out for other para-
metrically defined convoluting functions. Figure 7 compares weighted spheroidal
functions with the so-called Kaiser-Bessel functions, which originated as low or-
der approximations to the prolate spheroidal wave functions of order 0; I do not
know the form of the Kaiser-Bessel functions for support width m#4.

In practice, C should be chosen so that ¢ is not too small, since imexact
arithaetic is used in the computer implementation of the algorithm. Apparently
the main problem arises not from magnification of observational errors (when the
spheroidal functions are used, the relative signal- to-n01se ratio is close to
unity -- see below) but rather from magnification by 1/C(x,y) of roundoff errors
that occur in the FFT computation. Let £ denote the characteristic unit round-
off error of the floating-point arithmetic (on a machine whose number base is p A

€ =% p 1f the machine rounds, and £ = p 1-k if the machine truncates; for the

-9 . .
array processor now in use, £ = 27 % 7.5+10 7)., The relative errors in the FFT

do not exceed a small multiple of 6 Probably C(x,y) ought to exceed & by an
order of magnitude or so at the cormers of the map (€ is much larger a small dis-

with a k-digit mantissa,

tance into the interior). Table I shows ’Z:o(c,l) for various values of the sup-

port width m (c=%nm/2) and several choices of the weighting exponent o. The
upper line drawn through the table delineates a conservative upper bound on m when
C is taken to be the separable product of two weighted spheroidal functions of
identical parameters, assuming that the full area (|1J,qu£1) of the map is of

interest, and allowing a safety factor of 107; the lower line is less conservative,
allowing no safety margin at the corner pixels. Both lines were drawn assuming
that ¢= 2 27

Additionally, m need not be made very large because one soon reaches a point
at which aliased sources and aliased sidelobes are sufficiently well suppressed,
but where the dominant annoying features of the radio map are the sidelobes of out-

lying sources. The convolutional gridding scheme does nothing to alleviate this
problem.



Because the spheroidal functions are essentially their own truncated weighted-
kernel FT's, the relative signal-to-noise ratio (SNR), as defined in VLA Scientific
Memoranda 124 and 131 [2,16], can be expressed in a simple form when the convolut-
ing function is a weighted spheroidal function:

(assuming that the convolution

¥ Py 2

SNR(q) o T (e ) k{;}"“o(c,'l +2K)
is donme exactly, not, say, by a step function approximation). Table II shows SNR(1)
for the same set of convoluting functions as in Table I (the normalization is such
that SNR(0)=1). Evidently, for nonnegative &, SNR(1)—J2/2 as m—w. SNR is
monotonic on the interval [b,l], stays near unity (for moderate m) over most of the
interval, and drops abruptly to SNR(1). Because SNR is of order umnity, the upper
limit on the useable support width, m, is governed by the floating-point unit round-
off characteristic, £.

To my knowledge, the only choice of weight function in the definition of the
concentration parameter, R, which leads to a well-studied class of optimal separable
convoluting functions is the choice [l—dvlzl'f However, Jarem in [11] does give a
numerical construction method for a broader class of optimal functions arising from
weight functions of a more general form. For our purposes the spheroidal functions
appear to be '"good enough."
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VCUYLE PRECISICN FUNCTICN SPHFNULALFHAL,CHETA)
IMPLICIT KEAL®8 (A=-H,C~7)
DIMONSILN 44(33),880331,CCU33),01AGIL0) +SCIAGZL16),
X Clet 17 ) ok (50D
DATA CL/=1,01U/yALPHAL/-1.020/,NDIG/15/
1F (CJECCL +AND. ALPHA.zwesALPHKL) GO TO 10V
ClsC
ALPHAL=ALPHA
IPa32
NT=1l¢
CSu=C%C
CALCULATE RECURS ICN CCEFFICIENTS ANG StT UP MATRIX wMCSE
EIGEAVALUES APPRUXIMATE THLSE GF Thi SPHEKLIDAL FUMTIUN DeEeos
ALF2sALPHA+AL PHA
BOIL bsL5S/ (AL FZ243,00)
CCULI=[ALF2¢2.DVI/LALF243,U0)*C54
00 LU K=241Py2
FRaltLLATIK)
FR2:LFLUAT (KK}
FReAc=FKE+ALF2
FKAZ=FA¢ALF2
ANIN+L)3FKO(EK=1.00 )/ IEFK2AZ=1 D0 LFKZA2+1.00))*CSQ
BUIRIL J2FRO{FRALHL DN+ (2 DUSERSFR4FR2¥LALF2+1.D0) ¢ALF2-1,D0)
X JIUFK2A2=1,D0)* (Fr2A2¢3.0U) )%(SQ
VClarl)mlFRAZ¢Lou0 ) *LFRA242,LU)/ LIFK2A2¢ L. DUM*(FK2A2¢3,D0) }*CSQ
MNeEK/e
LIALIN)=BB{K-1)
IF (KoL TolP) SUIAG2INSLISAA(K+)I*CLIK=1)
CUNTINUE
GLY SMALLEST EIGENVALUE, RLAM. ({EWRTLS CALCULATES A GIVEN NUMUBER CF
The SMALLLEST EIGENVALUES OF A KEALy SYMMETKIC TRIDIAGONAL MATRIX.
ONLY THE SMALLEST EIGENVALUE IS NetuvED HERE, THE REST CF THEM
APPRCX IMATL THe FIGHE?=-LRDER, EVEN-ChUER E1GENVALUCS OF THE DE.)
CALL euhTLIS(DIAGSOIAG2 Ny 12V 2lERD
RLAM=LIAGIL)
Gtl KATIUS OF THE EXPANSICN COEFFILIECNTS. N 1S THE NUMBER OF TERMS.:
NaMINUGNT 1P/ 2)
CLEF(N+L)=),DO
[RLT B}
DO 20 I=1,N
LaL-t
Ks2¢L=2
UNManLAA~3B(K+L)+ALUREIISCCEF(L*L)
CLEF(L)=0.CO
IF (UNMoNe oDoCO) COEF(LYI=~CL(K=L)/DNM
CUNT [NUE
NCw THE RATIC GF EACH EXPANSICMN CLEFFICIENT TU THE NEXT LOWER UNE IS
Kihumwide ARDLITRAR ELY SET FIRST CUEFFICIENT TU UNITY, AND GET THE
CTHERS FRU™M THe ABLVE RATIGS:
CCEF(Ll)slalV
DL 3u =240
COcF (1)=CUEF{])*CGEF(I~1)
CALCULATL »SI(C,0)2
Pls4 oLUN*DATAN (1.0D0)

RTP1=0SQRT(PL)
RT27 [sDSQRT{P LeP])
SUQ=0.0U
DO 40 I=1,N
Le=l=~1
40 S0U=S0U+OGAMMA(DFLOAT{L)+.5L0) 7DGAMMA{DFLOAT(L+1 ) +ALPHA)
X *COEF (1)
SOU=S00/ (2., DU**ALPHA*RTPL )

C CALCULATE Ny:

RNUSATP I#COEF (11/( 2. D0**ALPHA®DGAMMA{ALPHA+L1.5D0) %500 )

100 CCNT INUE
1F (ETA.NE.V.CO} GO TC 101
SPHFNU=1,00
RETURN

C EVALUATE THE BESSEL FUNCTICNS:

lol CETA=C*DABS(ETA)

IF (ALPHA.LT.=~.500) GO TO 110
AsALPHA+. 500
1A=A
NB=OFLOAT(2¢N)¢A+]
CALL JAPN(CETA,A~DFLOAT(IA)¢NByNOLGyRJ,IER)
60 10 120
| $11] CUNTINUE
1A=0

C cVALUATE NEGATIVE ORDER BESSEL FUNCTION:

CALL JAMN{CETA)1.500+ALPHA 2+ NDIGRJ1ER)
RJIL)I=RI(2)

C EVALUATE QTHERS? ,

CALL JAPN(CETAy Lo 5D0¢ALPHA 42%(N=1) 4HDIG,RJI(2),IER)

120 CUNTINUE

C SUM THE SERIESS
Ks=1
SU¥=0,D0
00 130 Is},N

KaKke2

130 SUM= SUM#COEF (1) $RJ( TA+K)

C NORMALIZE SO THAT PSI{(C,0)s1,0
SPHFNUSRT2P 1% SUM/ (CETA®# (ALPHA+,500 ) *RNU)
SPHFNU=SPHFNO/S00
RETURN
END

Note: CALL JAPN(x,a,k,m,...), for 0 <a<l,

evaluates to about m digits the Bessel

functions Ja+n(x), n=0,1,...,k-1.
CALL JAMN(x,a,k,m,...), for O0<a<l,

evaluates Ja_n(x) .

/
Figure 1. Routine to calculate /)bo(o(c,'l) for arbitrary real 1
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UBROUT INE SPHTABLALPHA,CoTALIN)
TIBSLATES TFE SPHEALIUAL FUNCTICN LF OKOER ALPHA, INDEX O, AND
PARAMETER € FCR Nel tGQUALLY SPACED AKGUMENTS IN THE RANGE
VeGtETASLELLe DCES SU BY NUMERICALLY INTEGRATING THE SPHEROIDAL
ELNCTICN OIFFERENTIAL EQUATICA. NLRMAL IZATICN 1S SUCH THAT AT
cTA=0 THE FUNCTION IS UNITY, K&SLLTS IN THE TATL-END FEGICN NEAK
ETAsl ARE ALWAYS INACCURATE, SU VALUES IN THE TAIL &RE REPLACED BY
ReSLLTS FRCM SPHFNJ, WHICH LScS A EESSEL FN. EXPAMSIONy UNTIL JTHE
RELATIVE AGREEMENT UF THE TwO RLUTINES IS GOCD.

[MPLICIT KEAL*A (A=-H,L-1)

DIMENSICN Y (21 o00124) a0 2+9)TABLL)
EXTERNAL FCA
CLAMCN/STAB/ZALFPL 48,059
CATA TOL/).Ce&/ EPS/Ll.D=6/
ALFPL=ALPFASL.DY
(SQs(*C
TA8(1)=1.CO
asSPHEIGUALFHALCY
X=0 .00
Y(li=1.00
Y(2)=0.00
InD=1
O L anoith T{K=1)/DFLOATIN)
TA=0OFLUAT{K=-
EALL CVERK(24FCNe K9 ¥ e ETA,TOLyINDoCC o2 Wy 1ER)
TABIK)=Y(1)
CCNTINUE
CALL SPHEND TO REPLACE TAIL-END VALUES.

TL3IN+L)sSPHFNOLALPHA Ly 1aCU)

CO 20 K=2,4N
Lah=-K¢2
ETAsOFLOAT{L=1)/DFLOATIN)
YY=SEFFNOLALPHALCHETA)
RERPRCABSIIYY-TASBILI) /YY)
T4AB(L)aYY
IF (REFR.LEL.EPS) GG TC 20
CONTINUE

KETURN

END

SUBRUUTINE FCN(NGETA,Y,YP)

IMPLICIT HEAL*8 (A=H,C-Z)

CIMENSICN YIN},YP(N]

CLMMCN/STAB/ALFPL,48,CSQ

ypil1)=v(2)
YP(2)={2,C0PALFPLSETA®Y(2)=(B-CSQ*ETA®32)#v{ 1)),
X /(11,CU~ETA)®(1.,DU*ETA))

FETURN

END

(o X o
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Note:

DCUBLE PRECISION FUNCTICAN SPHEIG(ALPHA,C)
CCMPUTES THE SMALLEST EIGENVALUE UF THE SPhERCIDAL FUNCTION
DIFFERENTIAL EQUATION CURRESPCNDING TO ORDER ALPHA AND PARAMETER C.

IMPLICIT REAL*8 (A~HyC~2)

DIMENSION 0(20),S02(20)

N=20
CCNSTRUCT REALy SYMMETRIC TRIDIAGUNAL FMATRIX WHOSE EIGENVALUES
APPROXIMATE THE EVEN~ORCER E[CGENVALUES OF THE C.Es DO IS THE
DlAggNAt'CAND $02 HOLDS THE SCQUARES UF THE SULBUIAGONAL ELEMENTS,

Q=Cs*

ALF2=ALPHA®ALPHA

BB8=CSQ/ (ALF243,00)

CC={ALF242.00)/1ALF2+43.C0)%C5Q

00 10 IslyN

FK=OFLCAT( 2%}

FK23FK4FK

FK2L2sFK24ALF2

FKA2=FK ¢+ALF2

0(1)s=88

IF (J.EQ.N) GO TO 10
BB'F\“FKAZQICDU'*(2-:0‘FK‘FK0FKZ‘(ALF2’1.00)OALFZ“lcco'

X JU{FK2A2=-1.00)% | FK2A2¢3 .D0 ) )%CSQ
AAFK®{FK=1.00)/((FK2A2~1,CO)*{FK2A2+1.00))*CSQ
SC2(1+1)=AA®CC
CC={FKA2¢1.00)*(FKA2¢2,L0)/({FK2A2¢1.CO)*(FK2A2¢3.D0))%CSQ
CONT INUE

C EQRTLS 1S A ROUTINE TO CALCULATE THE M SMALLEST EIGENVALUES OF A
C ReALs SYMMETRIC TRIDLAGOCNAL MATRIX.

HERE M=1,
CALL EQRTLS(D+SC2yNs 140y 1ER)

SPHEIG=0D(1)

RETURN

END

DVERK is a Runge-Kutta code which is used
here to solve the initial-value problem

yi(1)=y2(q)
yé(v0=(1-vf)_1 [2@1+1)tly2(1)-(bdo(c)-c212)y1(7)]
with initial conditions

y1(0)=1, y2(0)=0.

Figure 2. Speedier routine to tabulate'x;o(c,q), Oéqélu




Thespheroidalfunctionsfora = —1/2.0. 172, 1,2, 3,c =6, n=0 to8. With A,.«(c)— 1/y0u (c).

Figure 3. Plots of a few of the spheroidal functions (taken from
Rhodes [5]).
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Figure 4. Spheroidal functions (m=6) for varied weighting function exponent
<*=-7,0,7,1,5/4,3/2,2,5.
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Figure 4 (continued).



to =+ -

Figure 5. Spheroidal functions (oc=0,1) for varied support sizes, m=4,6,8.
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Figure 6. Comparison (for m=6) of the spheroidal functions (<*=0,1) with Gaussian-tapered sine function.
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TABLE I. ¥ (c, 1) (c = 7 m/2)
o
0 % 1 3/2 2 3

6.7(-1) 7.4(-1) 7.9(~1) 8.2(-1) 8.4(-1) 8.7(-1)
2.4(-1) 3.3(-1) 4.0(-1) 4.6(-1) 5.1(-1) 5.9(-1)
6.5(-2) 1.1(-1) 1.5(-1) 2.0(-1) 2.4(-1) 3.2(-1)
1.6(-2)  3.1(-2)  5.0(-2)  7.2(-2)  9.6(~2)  1.5(-1)
3.7(-3) 8.2(-3) 1.5(-2) 2.3(-2) 3.3(-2) 5.9(-2)
8.5(~4)  2.1(-3) \\~4~°(‘3) 6.9(-3) 1.1(-2) 2.1(-2)
1.9(-4)  5.0(-4)  1.1(-3)  1.9(-3) \\ 3.2(-3)  7.2(-3)
4.3(=5) \ 1.2(=4)  2.7(=4)  5.3(<4)  9.3(<4)  2.3(-3)
9.5(-6) 2.8(-5) 6.7(-5) 1.4(-4) 2.6(-4) 7.0(-4)
2.1(-6)  6.5(-6)  1.6(-5) ' 3.5(-5)  6.9(-5) \\ 2.1(-4)
4.5(-7)  1.5(-6)  3.9(-6) 8.9(-6)  1.8(-5)  5.9(-5)
9.9(-8)  3.4(-7)  9.3(-7)  2.2(-6)  4.6(-6)  1.6(-5)
2.1(-8)  7.7(-8)  2.2(-7)  5.4(-7)  1.2(-6)  4.4(-6)
4.6(-9) 1.7(-8)  5.1(-8)  1.3(-7)  2.9(-7)  1.2(-6)

4 5
8.9(-1) 9.1(-1)
6.5(-1) 6.9(-1)
3.9(-1) 4.4(-1)
2.0(-1) 2.4(-1)
8.8(-2) 1.2(-1)
3.6(-2) 5.3(-2)
1.3(-2) 2.2(-2)
4.7(-3) 8.3(-3)
1.6(-3) 3.0(-3)
5.0(-4) 1.0(-3)

1.5(-4) 3.4(-4)

4.6(-5) 1.1(-4)

1.3(-5)

3.3(-5)

3.8(-6) 1.0(-5)
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TABLE II. SNR(1) for selected weighted spheroidal convoluting functions.
ol

0 ¥ | 3/2 2 3 4 5
vl dddm  DaTaUC4 UGTEE40  UGBLESE Uab4al45  U.B87304  10.89461  0.90992
e TUGH2 DeT065E Ue 10757 ve TUTZS U.70718 0.71083 0.720033 0.73409
“eTEST UL TUTLL Ue THTUT Ve TUTHE Ue7uTll 0.70715 0.70711 0.70724
JeT11382 Ve TOLHE Ue 0707 . 70711 . 70711 V. 70711 N.70711 0.TOT11
—tgrog = aTOTVE 70708 ve7u7 11 0070711 007“711 0.70711} 0070711
Ve TU34% N, 7164 a,701711 Ve TU711 Ve 70711 V.70711 V.70711 070711
~OHebBes Ve T0TU2 Ue TUTUS Ve TUTLL 8. 70711 0.70711 Q.70711 0.70711
e U437 Vs 70UT700 Je 707114 Ve 7TUT11 Je70T711 V70711 N.70711 V.70711
-datobsd- U.TUTU3 v, 710 e TUTLL U.70711 0. 70711 0.70711 0.70711
~Ayddsl8 D, TITUE Je 10711 Ve 7uT71l Ve TOTLH . 70711 V.70711 0.,70711
Ve luély e TGTUE Ve 70714 V. TUuTll U.70711 0. 70711 0.70711 U.7T0711
S ) TUTOY Ues7LT11] Ue TuTll g.70711 V.70711 V70711 2.70711
VeTuslu Ve 7078 Ve7G711 Ue 70711 U.TuU7ll V.70711 0.70711 Q.70711

Note: Crossed-out numbers are likely inaccurate -- the series was slowly convergent

in these cases.



