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The vfa sorting engine has as its task the ordering of soectral line and continuun data in (u.v) sequencinc to facilitate gridalng the data for Fast fourier iranstorming (ffr) into a map of the radio source. It also has the task of breaking out frequency channels, a job which perhaps cen be sharer witn other processors.

In specifying the architecture of the computer syste!n for this proolem xe need to consider first the requirements of the cidaing machine, since this will put constraints on the ordering and layout of visioility data records. Second, we meed to consider the source and ordering of the teta records arriving from the seectral line array processor (AP) via the modComp minicomputers "Cora" and "Corbin." Finally xe neea to give some thougnt to the sorting process itself, in order to get an idea of throughout tires and memory requirements to be expecter.

### 1.1. A Hypothetical Gricicing Engine

It is not our intention to design anv part of the mapina systen at this tine, but we must have better than a vague notion of the requirements of the first stage of that orocess: the gridding. It is sumposed that tre aridding machine will prepare a too-dimensional array of data, of size ranging up to $8192 x$ की 192 complex numbers, pernaps truncated to nalf that size if we take advantage of the flemitian prooercy of the visibility function:

$$
v(u, v)=v *(-u,-v)
$$

It is also a necessary requirement for the aridoing engine that tne data be convolved with some function $C(u, v)$ having limited range in the (u, v) domain. If the present continuum mapoing system is any guide, tnat range can be as larqe as b $x 6$ gric points, meaning that 6 columns ar a time of the array must reside in fast memory. For the 8192 map size, this requires fast storage capable of nolding 49152 complex numbers. We anticipate che most common map size to be $1024 \times 1624$ whence it would be practical to organize visibility data records with no more than 8 frequency chanmels per record. (for the larger maps, this leads to an obvious inefficiency unless the user is content to map only a fragment of his data, or to have the channels queraqed together.) If input records contain more than one frequency channel, tnen mass storage is required to hola the aridred data for all channels but the one currently being mapped. Host probably, mass storage will be required anymay for the three-dimensional transforms (required to correct for the mag curvature

## aberration).

It is also anticioated that calinration will be accomolished by the Gridaing endine, using a concept sinilar to the antenna gain tables in current use in the orc $-1!$ continumm syster. Tnus, recoras must bear such information as the antmma bair and a dateltime stamp, in addition to the (u, $v, w_{\text {) }}$ coordinate. It data records contain fiequency channels, with 4 oytes (32 bits) Der comolex visibillty, the overnead tor these adaitional data can be keut to 2 wo (assuminc $\quad$ b nytes of overnead per recora). If further breakout of frequency channels is desired, one should use instead an indexing scneme wherehy the record s oosition in the data base dictates the location of its identitying information.

Fron this ae concluge that visinility data records to be nandled by the sortind dnd qridding endines shoula be broken down into at least 32 different data sets (8 frecuency channels per record), assuming 250 channels. Further bredxdown may te oesirable, but at the expense of semarating identification ata fron the visibility data.

## 1.2. cora ana corbin

It mould re nionly desiratele for the proposed systen to tie in with the twn mblompll minjcomnuters, Cora and Cornin, thich will receive visioilitv data from the Array Processor. Cora and Corbin are limited to bfk words of memory, and are somewnat innibited by a maximum oum data transter tate of *obk woytes/second. Gevertheless, it is felt they can perform usetul functions as an adjunct to the various sorting algoritnins discussea belor. Jhey should be able to accomolisn a 32-ay split into frequency uroups, as an assist to the customary external sortina abooritho they should also be able to accomplish a randommaccess store of recorts to facilitate the "ptageonholing" process.

It is assumed it will be Dossible for the Au to feed data to Cora and Corbin in one or tho frequency groups (256 or 123 channels), with baselines ordered in ary way desired. For instance, they could arrive in order of the tesired (u,v) sorting key.

### 1.3. Some Assumptions

bet us suppose that computers are selected for the sorting machine whicil are canathe of virtual memory adaressina, and that context switchin between adoress spaces ( 64 kbytes in size, say) requires very little effort. He assume the progran can reside outside the address space. de suppose the computers are capable of interfacing to large capacity aisk drives having capacities of fon mbytes, average seek times of * 4 insec, anc byte transfer times of * 1 usec/byte.

## 1.f. Disk sorting

Uf the various aporoaches avaiboble for acnieving toe desired (u, $v$ ) orferina, jerhaps the customary method should be exploreffirst: that of sorting the lata jnto "strints" of correctly sequenced records, followed कy merging the strings into one correctly sequencer data set. Let:

```
if = Total number of freutency channels (25s assumed earlier)
iu(u = rotal numter of (u,v) data points in entire data set
S = Data set size, oftes = 4.wf.Nu, rougnly
f = wumber of partitions of S into freduency groups
& = Amount of core available for buffers during merqe
x = slocking tactor of data recoras (we mill read }x\mathrm{ at one
    time)
A = erge order
0}=\mp@code{umeer of merge vasses through entire data set
L = Lofical record size, bytes (holdina we/f comolex numbers +
        overnead)
Lp = Pnysical record size, bytes
tc = Comoute time to compare 2 sorting keys
ts = lisk seek time
tt = i)ata transter time during l/o
```

se will neqlect for the moment the problem of internally sorting the data records. (This will perhaps be accomplished complelety by cora and Coroin.) Assuming now that we nave sorted strings of length x records, we proceed to nake p passes througn eacn frequency group (s/f bytes long). nerging the strings of length $x$ until there is one string for each frequency aronp, of length wu recoras. To simplify the discussion we assune

$$
N u=M^{P}
$$

rhus

$$
\theta=10 \mathrm{Nu}
$$

In practice (and in the time estimates below), we round p up to the next greater integer. This does not result in the optimum merge pattern for the given number of records, a problem taken up by knuth (1973, pp. 3o1--378). Tne total number of $I / 0$ operations for a merge of fu records is then

> Mio(per freq. aroup) $=2 \cdot($ Nu/x) $\cdot \log \mathrm{Nu}$. M
where we count both input and output operations. for the entire data set, we inust accomplish this $r$ tines, and so we write for the total number of $1 / 0$ operations

$$
\begin{aligned}
10 & =2 \cdot(5 / \times 5) \cdot 10 g \\
& =2 \cdot(1+1) \cdot(5 / H) \cdot 10 G
\end{aligned}
$$

where he have assumed the available buffer space, f, is occupiea by $M+1$ buffers ( $\%$ input, 1 output), each nolding x records of length L. Nio is minimized for $m=4$, a result vinich is indepencert of the data set size, buffer size, and number of frequency groups.

The total compute time is

$$
\begin{aligned}
T c & =F \cdot p \cdot 1 u \cdot(1)-1) \cdot t c+F \cdot p \cdot i+u \cdot t t \\
& =(10 g \operatorname{mu}) \cdot(S / L) \cdot[(H-1) \cdot t c+t t],
\end{aligned}
$$

where te assume the same transter tine for core-core transfers as for core-disk. Putting some numbers in for ts, tt, and to, let:
$t s=4 u$ msec/io operation
$t t=1$ usec/byte.
$t c=3$ usec/oyte.
we see that the ratio

$$
2,[(H+1) \cdot t s / B+t t]
$$

$$
[(M-1), t c+t t] / L
$$

is considerably greater than unity, for just about any choice of $M$, $B$, and L. Thus, To time dominates the throughput time in the normal merging process. we can safely assume that most compute time can be overlapped with disk seeking, whence it disappears from consideration, except pernaps for argulng for 1 minicomputer in olace of 2 . we now arrive at TABLE, , wich shows total inerging time as a function of merge order, m, and buffer size, B.

From TAbiE $I$, we conclude that it is marainally possible for one

$$
\begin{aligned}
& \text { The total } 1 / 0 \text { time for merging is } \\
& \text { Tio = Mio.ts }+2 . \text { p.s.t.t }
\end{aligned}
$$

$$
\begin{aligned}
& \text { in }
\end{aligned}
$$

ritue 1. $\quad$ erge time for 12 nour data sample.

minicomouter uith the cabability of virtually dddressing $>512$ k bytes of menory to handle the sorting task. In doing so we nave alossed over some haratare-dependent considerations: 1) can the computer perform direct nemory access data reans and rittes from and to disk of blocks of memory exceeding the range of directly addressable storaqe? (probably not. Inis is only 57 kbvtes on sone machines.) 2) Is there a penalty assessed in data transer wnenever a aisk track boundary is reached? (ue are suoposing not: there would be a penalty only when the heads must move from cylinder to cylinder.) 3) Since the merae time is heavily deoendent. upon seek tine, we have ignored the saving that would result fron having the input data set on several different spindles, witn pernaps separate data paths (via separate disk controllers).

Asire from time, one must also consider disk space occupied by the data sets during the sort/nerge. If we break the 12 nour samole into $f$ portions, it is necessary to have (F+1) tines the space occupied by one portion durint the merge, For $F=32$, this is an extra 3.1\%. Also, the aporoach taken to handiing the data in the real world is not to sait until a fuld 12 oour load has been accumulated before starting the merge: insteat, we wart to beain the flrst stage of meraing as soon as enough data accumulate to warrant the effort winen $M$ sorted strings of length 4 records are accunulated, we want to perform pass 2 of the merae

## 2

operation, creating a data set of sizeli, and so fortn. Assunina we can merge as fast as the data flow, as Jable I suagests, we will be left at the end of 12 nours qitn data strings of varying lengtn: let us say, M 2
strings of length $M-1$ strings of length $M$, and so forth, including

```
                        p-1
H-1 stririos of lenotn M , Tris leavos us aith sone cleaning-uo to do:
one m-wty merge of im recoras, ore w-w->y rerge of m records, and so
forth, |D to an %-way nerge of the last staue. The Eraction of the
merging effort left to do after completion of a 1% hour observation is
tnen:
```


which, for $A=8, p=7$ (best case in rable l) works out to $16.3 \%$ of the total tine. while this is aoing on, of course, we can be doing the first few merges readired for the next 12 nour onservation. But we are left win an extra ${ }^{*} 2$ per cent. storage requirement. in addition to tne $16 \frac{2}{6}$ delay. Kequests to make maps during the merging process we think would require pretty sophisticated coordination in order not to disrupt the proceedings while making most of the pieces of partially merged strings available for processina.

### 1.5. Keysorting and Pidgeonnoles

For both of these techniques (minicn we shall see are very similar), it is advantageous to keep the Erequency cnannels together during the (u,v) sort, and then to break them out later.

The keysorting process becomes practical when the length of records is large, Then one simply records for each record the place where it has been written, touether with the key on which he desires to sort. Anen all data records are stored, a sort of the key records takes place; Whence the data records are simply retrieved according to the pointers keot with the keys. Storage of data records is sequential: retrieval is random. with each read operation requiring time for head seeking. For 6
$1.6 \times 10$ data records of length 1024 bytes ( 256 complex numbers), it would require roughly $1 / 2$ hour sequentially to write the data, and 17.8 hours to retrieve them, assuming, as above, tt $=1$ usec/byte, and $t s=4 y$ msec/nead seek. Thus, two independent data paths are called for.

The operation of breaking out frequencies into f different grouos requires filling $F$ large buffers, to be written into f different places on disk storage. Taking $F=32$ and assuming, say, 4 KBytes/buffer, the output side of this operation requires 39 andon nead seeks, at the rate of 4 nos/seek. or 4.32 nours. In practice, we would break the input data set into several chunks while data is being collected, and overlap the operation of frequency breakout. This has the virtue ot cutting down on extra disk storage to just those disk spinales required to retain the
collected data as it cores in, wlus those involved in emptying data to the frequency oreakout macnine.

Sauivalent in its demands on the sorting engine is a "uldaeonnole" sort, whereny the dara are irittor selectively on difterent parts of the cisk, so that they can be retriever sequentially in (urv) order. This is nade possible by a priori knowietae of the baseline projections anich cietermine the sort key (u, $)$. Inat is to say, we could, in principle, carry out the key sort ahead of time. we also then allocate exactly what cisk area is needed, so pointers can be stored with the keys. A sligntly more flexible aporoach would te not to worry about, say, the v coordinate, and 7 romp the data into pertaus 2048 oins, each for a small range in 1. (Say, 1 b't bins for a halfoolane, taking into account tne Hernitian property of the visitility function.) Now, as each 256 frequency (ib2 $3 y t e)$ record is received, it is xritten onto one of the 1.1 disk partitions. It is best to allocate clusters of, say. 20 records, as needed. litis leads to much less maste than allocation according to estimated storage requirenents per bin; statistical fluctuations in the record counts lead to aidh chance of overflowing one
 is sudfested that one frequency channel be sacrificed to hold the (u, v) coordinate, and another to nold a backward link, linking the record to its $\quad$ redecessors belonaing to the sane range in $\quad$ coordinate. one ald can be drawn fron a priori knowledge of the sorting keys: in any lu-second interval the optimum seek oattern is very sinilar to the seek pattern in the prececing interval. It is possible in principle tor the pidqeonnoling computer to request its inout records in the order ontinizing head seeks on the outout aisk erives, thus ensuring that a backlog iill not occur, at the rate of 351 records/10 seconds, we can allow a nead seek "burget" of 28.5 msec record.

Pidueonnoling, like keysorting, also reguires the F - azy breakout of data recoris after the storage is completed. penalty in time is slignt (~h hours) for the breakout, ard the cost in storage to nold fhe data during breakout can be kept to the same level as the keysort tecnnique.

### 1.6. A Hardware Configuration

one configuration which seems to satisfy the needs of all aporoaches to the sorting pronlem apoears in figure 1.

The machinery would nave diftering functions, depencing upon the choice of sorting algoritin. For the classical sort/merge, Cora and Cortin would be responsible for miting out the data into gistinct Erequency groups on their disk storaqe units. for $F=32$, this would mean (assumina a bufter capacity of bit koytes for each computer), the 10 second workload of 1 \&氏 Kbytes would be divided into 3 core loads, remilining 32 disk nead seeks apiecep or 96 seeks/ly seconds (a budget of 1: 4 msec/seek allowed). part of the time, cora and corbin access a large aroup of adjacent data belonging to one frequency group, and feer it to
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Fig. 1. The Sorting Machine
the sreting eusile．Ire fata are autoratically sorter by（u，v），a service proviged ơ the array urocessor in conjunction with boss（this done on a 1 seconctrecord basjs）．lrie next nachine reraes the sorted b Second groups into longer ones on tneir way cut to reside on tne laraemcapacity disk units．ve orovide la splndles of 30才 Meqarvte cavacity， 6 of which are required for nolding 12 nours data， 1 for scratch．ard 3 Eor keevinत previous otservations．Tine memory required for the sorter should he on the upeer end of the scale $128-512$ kibytes for more efficiont operatior．

For the pidqeonholing process，cora and corbin mould carry out 176 seeks apiece／l seconds（oudaet of 56 rsec／seek）．（In reality，it would be more like 17 b seeks／o seconds（ouaget of 34 msec／seek），to allow more flexibility for the array processor．）The Ap mould provide records of 256 frequency channels in some oroer（requestes by Cora and coroln）that optimizes disk access．fnen one entire disk wack（holding 4bもku records） is filled（aoout every 4 minutes）it is turred over to the sorter for emotylna；meanntile the other disk is reing written oy cora or corbin． The sorter then croceecs with the frequency ureakout．Assuming a $32=w a y$ split，with kfytes／buffer（ 128 kbytes for outfers），the 12 god writes and 2 कौ rears mould occupy it for 9.0 rinutes．It must also perform the same service for the other 48 ofon records coming over from the otner processoc，wnicn will reauire a total of 192 ininutes，assuming no overlap in the $1 / 0$.

Ine purpose of the sodComp 7810 computer is to provide an interface betaeen the moulump systers and the otner vendor（dEC．Say）．Anotner possinility is to replace the peripheral cortrol switch system witr one naving dual－nort disks，cutting down on the number of controllers．This alternative nas the penalty of qoing to laraer disks，since the tg moyte drives are not avallale with aual ports．simce the sectoring of the aisks wil differ from man！ifacturer to manufacturer，it will proadoly not be possible to configure the system with different manufacturers． computers on eitner side of the dual－port drives．

## 1．7．Cost Estimates

The following are cost estimates for two possible configurations involving the moncomp computers：

Contiquration A－Dual－port drives
ニニニニニニニニニニニニニ $=$

3 GODCOMP 4138 （100 Byte）disks＋controllers．．．．．．．．．．．．．
1 nobCOmp 4138 disk．no controller ．．．．．．．．．．．．．．．．．．．．．．．

1 जilcondorc CPU 1 ink（est． 2 man－months effort）．．．．．．．．．．

Confiquration $\quad$－- Single－port arives s nerioneral control switches ニニニニニニニニニニニニ＝＝

1 Hollomp 4134 （ 79 mbyte）disks＋cortrollers ．．．．．．$\$ 92 \mathrm{~K}$
4 Moocoap 49nb peripheral control s：itches ．．．．．．．． $12 k$

1 BODCOMP－DEC CPU link（est． 2 men months effort）• ．．． 5 K
\＄115k

It is not clear that the movcomp $413 a^{\circ} 5$ can be obtained for the price shown：our estimate is based upon a recent Nfao procureinent of single oort drives at this cost（oEM supolier：AMPEX）．Dur figure for the singlempore confiquration is a little more firm（manufacturer＊s list orices）；nence it is the configuration shown in the diagran．

The sorting machine dill have to be equivalent to a DEC 11／bo or A00comp 7dab，since memory mapoing is required，and the rapid data transfer rate obtainable will be useful，though not aosolutely necessarv． mos memory is the most economical，ancis suggested．The largest capacity disk drives ontainable are the CALCOMy TRIDENT series，model r－3ub．We find that Ampex makes an equivalent device，but it is not known whether it interfaces to a minicomputer．The CALComp drives have been interfaced to bec－11＇s；the availability of interfaces and software may make DEC－11＇s ruch more attractive than their competitors．de tentatively suggest the following configuration：

```
Sorting Engine
ニニニニニニ= =ニニニニ=
    DEC \(11 /\) 万月 computer, with 256 Kbytes mos memory . . . . . . \(\$ 39 \mathrm{~K}\)
    10 CALCOMP T-3no disk drives. without controllers . . . . . 120 K
```



```
                                    S173K
```

The total estimated hardwarre cost，assuming conflguration 9, is s238k．This does not include software development，which we roughly estimate at about a man year＂s effort－－this is hignly qualified： it makes no provision for additional complexity introduced by the desire of occasional users to share observational time，use of multiple suoarrays，processing of calibration sources，and the numerous error checks that mould go into a polished，sopnisticated system．

Meterence
 dadison-xesloy, Headira, Mass.

